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Abstract This chapter explores the concepts, processes, tools and challenges relating 
to the validation of alternative methods for toxicity and safety testing. In general 
terms, validation is the process of assessing the appropriateness and usefulness of a 
tool for its intended purpose. Validation is routinely used in various contexts in sci-
ence, technology, the manufacturing and services sectors. It serves to assess the 
fitness- for-purpose of devices, systems, software up to entire methodologies. In the 
area of toxicity testing, validation plays an indispensable role: “alternative approaches” 
are increasingly replacing animal models as predictive tools and it needs to be demon-
strated that these novel methods are fit for purpose. Alternative approaches include 
in vitro test methods, non-testing approaches such as predictive computer models up 
to entire testing and assessment strategies composed of method suites, data sources 
and decision-aiding tools. Data generated with alternative approaches are ultimately 
used for decision-making on public health and the protection of the environment. It is 
therefore essential that the underlying methods and methodologies are thoroughly 
characterised, assessed and transparently documented through validation studies 
involving impartial actors. Importantly, validation serves as a filter to ensure that only 
test methods able to produce data that help to address legislative requirements (e.g. 
EU’s REACH legislation) are accepted as official testing tools and, owing to the glo-
balisation of markets, recognised on international level (e.g. through inclusion in 
OECD test guidelines). Since validation creates a credible and transparent evidence 
base on test methods, it provides a quality stamp, supporting companies developing 
and marketing alternative methods and creating considerable business opportunities. 
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Validation of alternative methods is conducted through scientific studies assessing two 
key hypotheses, reliability and relevance of the test method for a given purpose. 
Relevance encapsulates the scientific basis of the test method, its capacity to predict 
adverse effects in the “target system” (i.e. human health or the environment) as well 
as its applicability for the intended purpose. In this chapter we focus on the validation 
of non-animal in vitro alternative testing methods and review the concepts, challenges, 
processes and tools fundamental to the validation of in vitro methods intended for 
hazard testing of chemicals. We explore major challenges and peculiarities of valida-
tion in this area. Based on the notion that validation per se is a scientific endeavour that 
needs to adhere to key scientific principles, namely objectivity and appropriate choice 
of methodology, we examine basic aspects of study design and management, and 
provide illustrations of statistical approaches to describe predictive performance of 
validated test methods as well as their reliability.

1  Introduction

What is validation and why do we need it? Validation of alternative methods has 
been defined as the process by which the reliability and relevance of a particular 
method is established for a defined purpose (Balls et al. 1990a, b, c, 1995a, b; OECD 
2005). This definition has then later been extended to alternative approaches in the 
wider sense, i.e. not only covering individual methods but also combinations 
thereof, including strategies for data generation and integration. The reliability 
relates to the within- and between-laboratory reproducibility as well as to the trans-
ferability of the method or approach in different laboratories, whereas relevance 
relates mainly to its predictive capacity and, importantly, to the biological/mecha-
nistic relevance, traditionally subsumed as “scientific basis”. Judging the overall 
relevance however also includes aspects of applicability domain and even the level 
of reliability required in view of the purpose of the method. The defined purpose can 
be various and range from full replacement of a regulatory test to the generation of 
mechanistic information relevant to the type and extent of toxic effects which might 
be caused by a particular chemical (Frazier 1994).

In regulatory toxicity testing, validation is placed between research/develop-
ment and regulatory acceptance and aims at the characterisation of an in vitro test 
method under controlled conditions which in turn leads to the standardisation of 
the test method protocol. This aspect of test method development has been sum-
marised in Coecke et al. (2014). Validation generally facilitates and/or accelerates 
the international (regulatory) acceptance of alternative test methods. In fact, the 
regulatory acceptance of tests that have not been subjected to prevailing validation 
processes is discouraged by international bodies (OECD 2005). This is true not 
only for alternative methods but also for tests conducted in animals. The term “reg-
ulatory acceptance” of an in vitro test method relates to the formal acceptance of 
the method by regulatory authorities indicating that the test method may be used as 
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an official tool to provide information to meet a specific regulatory requirement. 
This includes, but is not limited to, a formal adoption of a test method by EU and/
or OECD as an EU test method and included in the EU Test Methods Regulation 
and/or as an OECD Test Guideline, respectively. Standardisation and international 
adoption of testing approaches supports worldwide acceptance of data. Under the 
OECD Test Guideline Programme this is known as Mutual Acceptance of Data 
(MAD). MAD saves every year an appreciable number of animals and other 
resources as it avoids duplicate testing.

Three main types of validation processes have been defined: prospective, retro-
spective and performance standards-based validation—the latter being a form of 
prospective validation. Prospective validation relates to an approach to validation 
when some or all information necessary to assess the validity of a test is not avail-
able, and therefore new experimental work is required (OECD 2005). Retrospective 
validation relates to an assessment of the validation status of a test method carried 
out by considering all available information, either as available in the published 
literature or from other sources (e.g. data generated during previous validation stud-
ies (OECD 2005) or in-house testing data from industry). Validation based on 
Performance Standards relates to a validation study for a test method that is struc-
turally and functionally similar to a previously validated and accepted reference test 
method. The candidate test method should incorporate the essential test method 
components included in Performance Standards developed for the reference test 
method, and should have comparable performance when evaluated using the refer-
ence chemicals provided in the Performance Standards (OECD 2005).

The European Reference Laboratory for Alternatives to Animal Testing (EURL 
ECVAM) [formerly known as the European Centre for the Validation of Alternative 
Methods, ECVAM] and its international collaborators published recommendations 
concerning the practical and logistical aspects of validating alternative test methods 
in prospective studies (Balls et al. 1995a, b). These criteria were subsequently 
endorsed by and mirrored in the procedures of the US Interagency Coordinating 
Committee on the Validation of Alternative Methods (ICCVAM 1997), and later 
internationally, summarised in the “Guidance Document 34” of the Organisation for 
Economic Cooperation and Development (OECD) (OECD 2005).

In 2004, ECVAM proposed a modular approach to the validation of alternative 
methods (Hartung et al. 2004), according to which the various information require-
ments for peer-review and as generated during the validation process are broken 
down into seven independent modules. According to this modular approach, the 
information requirements can be fulfilled by using data obtained from a prospective 
study, by a retrospective evaluation of already existing data/information, or by a 
combination of both.

More recently, the concepts of weight of evidence validation/evaluation (Balls 
et al. 2005) and evidence-based validation (Hartung 2010) have been introduced; 
Weight of evidence validation involves the careful analysis and “weighing” of data 
with regard to their quality, plausibility, etc. in view of concluding whether it sup-
ports one or the other side of an argument, in this context whether or not a particular 
method is useful for a specific purpose. Evidence-based validation essentially refers 
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to the use of tools from evidence-based medicine for purposes of alternative method 
validation. These may range from systematic reviews (e.g. to determine reference 
data or analyse a set of existing data) over data grouping and meta-analysis to more 
probabilistic descriptors of test method performance as are used in medicine, for 
instance to describe the performance and usefulness of diagnostic tests.

This chapter explores the fundamental concepts behind validation, the hypothe-
ses assessed and information generated, outlines specific challenges of alternative 
methods validation that relate to the nature of test methods being reductionist prox-
ies for the human situation and provides a detailed discussion of the practical aspects 
of organising, designing, planning and conducting a validation study and analysing 
the data generated by appropriate statistical analyses (see also Chap. 5).

2  Validation: Principles, Hypotheses Assessed 
and Information Generated

This section examines fundamental principles of validation and explores the hypoth-
eses and information generated by validation studies of alternative methods conducted 
in the context of their envisaged use for the safety assessment of specific test materials 
such as chemicals (of various chemical and/or use categories) and their integration in 
integrative approaches (e.g. Integrated Testing Strategies, ITS or Integrated 
Approaches to Testing and Assessment, IATA). Instead of simply recapitulating com-
monly accepted concepts of alternative method validation described in OECD guid-
ance document Nr 34 (OECD 2005), we unfold this topic in the following way:

• First we will consider a series of fundamental issues that are necessary for the 
understanding of some unique features of the validation of alternative approaches.

• Second, we will examine three key concepts and explain their meaning in view of 
avoiding confusion regarding terminology. These are (a) validation workflow, 
(b) validation study type (or validation process) and (c) the validation information 
generated through dedicated studies. These three are often subsumed under the 
term “validation” but it is important to understand them as separate categories.

• Third, we will discuss the broader concept of ‘validation’ in view of deducing the 
central hypotheses assessed by alternative method validation. This will serve to 
understand the commonalities between validation in general and validation of 
alternative methods, and sculpt out some specific characteristics of the latter, in 
particular those constituting major challenges. These challenges include (a) find-
ing appropriate reference data for in vitro test method development (“calibra-
tion”) and validation and (b) the identification of mechanisms that are causative 
for downstream (i.e. more complex) events and hence should be modelled in 
reductionist and mechanistically-based alternative methods.

• Finally, we will discuss in more detail the information that needs to be satisfied 
in order to consider an alternative method valid for a specific purpose. We will 
put a particular emphasis on the composite nature of judging the overall relevance 
of alternative methods. This discussion will then lead over to section three and 
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four that explore the management, planning, design and conduct of validation 
studies in a manner so as to satisfy these information requirements. Details on 
EURL ECVAM’s specific approach regarding multi-laboratory trials can be 
found in Chap. 5.

2.1  Fundamental Considerations

2.1.1  Validation in the Current Context Relates to In Vitro Methods Used 
for Toxicity Testing

Validation, i.e. the process of establishing the usefulness and appropriateness of a 
method for a given purpose, is applicable to a wide range of biological and analytical 
methods, e.g. in diagnostic medicine, food safety, etc. In the current context, we focus 
on the validation of biological in vitro test methods for toxicity testing of chemicals and 
safety testing of biologicals (Hendriksen et al. 1998). Therefore, chemicals (or biologi-
cals) are the basic entities used to study and report the performance, utility and appli-
cability of alternative method during validation. Consequently, selecting an appropriate 
set of test chemicals is of key importance when planning a validation study (see 
Sect. 4.2). One should however not lose sight of the fact that a mere summary and 
analysis of testing data would not yet make a complete validation study: a fundamental 
aspect to consider relates to the biological and physiological processes modelled by the 
test method and thought to be relevant for the chemicals’ adverse effects. This is called 
the “scientific basis” of a test method and needs to be properly described. This helps 
judging the plausibility of results obtained with a given test method and supports the 
assessment of its relevance for a given purpose (see Sect. 2.3.3).

For more than a quarter century validation studies have been conducted in the 
areas of safety testing of chemicals and biologicals (e.g. vaccines) as well as ecotoxi-
cological toxicity testing. Considerable efforts have been invested in developing 
internationally agreed validation frameworks, notably by the European Commission’s 
EURL ECVAM, the Centre for Alternative to Animal Testing (CAAT), the US 
Interagency Coordinating Committee on the Validation of Alternative Methods 
(ICCVAM) as well as many individual scientists in academia, industry, government 
and international organisations (Scala 1987; Balls et al. 1990a, b, c, 1995a, b; Frazier 
1990a, b; Frazier 1992; Green 1993; Balls 1994; Walum et al. 1994; Fentem et al. 
1995; Balls and Karcher 1995; Goldberg et al. 1995; Bruner et al. 1996). This led to 
the development of reports and guidance documents adopted on international level, 
such as the OECD report on the harmonisation of validation and acceptance criteria 
for alternative toxicological test methods (OECD 1996, updated in 2009) which later 
gave rise to the more complete OECD guidance document on the validation and 
international acceptance of new or updated test methods for hazard assessment 
(OECD 2005). These documents reflect the status of international agreement at the 
beginning of the millennium.

Validation has played and is continuing to play a key role in toxicity testing 
because of its confidence- and trust-building role. Validation, overseen by impartial 
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actors and subjected to scientific peer review leads to the comprehensive characteri-
sation and transparent documentation of novel test methods. It is an important pre-
requisite for the international recognition and regulatory acceptance of test methods, 
e.g. through uptake into relevant legislations outlining official test methods recog-
nised for use in a specific jurisdiction. Examples are the EU’s Test Method 
Regulation EC 440/2008 and, on a global level, internationally accepted guidelines 
such as OECD’s Test Guidelines (TGs). Although formally not relating to legisla-
tion per se, data produced in agreement with TGs are binding for OECD member 
countries due to the OECD agreement on Mutual Acceptance of Data (MAD) dating 
back to 1981. This stipulates that “data generated in the testing of chemicals in an 
OECD Member country in accordance with OECD Test Guidelines and OECD 
Principles of Good Laboratory Practice shall be accepted in other Member coun-
tries for purposes of assessment and other uses relating to the protection of man and 
the environment.” Notably, combinations of methods as described in OECD guid-
ance documents on “Integrated Approaches on Testing and Assessment” (the OECD 
term for Integrated Testing Strategies) are not covered by the MAD agreement at 
present. We will focus in this chapter mainly on validation as a means of character-
ising and assessing alternative approaches in view of their fitness for regulatory 
acceptance.

2.1.2  Validation Has Largely Focused on Hazard Testing So Far

Importantly, validation of alternative methods for toxicity testing has mainly focused 
on predicting potential hazards of chemicals, that is, their intrinsic potential to cause 
adverse effects in a particular test system (i.e. an animal, cell type, etc.), without 
providing much information on the potency. Potency relates to the doses required to 
provoke adverse effects in a whole organism and is key information for a complete 
risk assessment of chemicals. What are the major bottlenecks concerning methods 
addressing potency? First, the concentrations that a given cellular population in a 
human body is exposed to following systemic exposure through the environment are 
typically not known: hence it is difficult to define appropriate concentrations of test 
chemicals that should be used in in vitro systems—including when validating these. 
More effort needs to be invested in approaches (including in vitro systems) for 
assessing toxicokinetic processes, i.e. the absorption, distribution, metabolism and 
excretion (ADME) of chemicals. Reliable data and/or simulations would assist in 
defining the appropriate range of chemical concentrations to be used in alternative 
approaches. This has been already highlighted by Balls and colleagues in 1995 
(Balls et al. 1995a, b). Second, due to the reductionist nature of alternatives (see 
below), processes that may influence the human in vivo potency (including ADME) 
are present only to a limited extent in alternative approaches. Hence there is consid-
erable uncertainty regarding the use of concentration-response information from an 
artificially reduced test system (e.g. a confluent layer of hepatocytes) for predicting 
potential dose-response relationships (e.g. for hepatotoxicity) via in vitro–in vivo 
extrapolation (IVIVE), even if rooted in mechanistically informed physiologically 
based kinetic modelling (PBK).
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2.1.3  Definition of “Alternative Approaches”

We refer to the definition of “alternative approaches” as suggested by Smythe 
(1978), i.e. alternatives to established scientific procedures which can lead to the 
replacement, the reduction or the refinement of animal experimentation, thus 
addressing the 3Rs principle as established by Russell and Burch (1959). 
Alternative approaches in this sense cover individual test methods, test batteries, 
strategic combinations of test methods (testing strategies) as well as holistic 
approaches towards data generation, evaluation and integration. These have been 
termed “Integrated Testing Strategies (ITS)” or, more recently, “Integrated 
Approaches to Testing and Assessment (IATA)” and can be composed of testing 
and non-testing methods. Validation can in principle extend to the assessment of 
integrated approaches (Kinsner-Ovaskainen et al. 2012). A surprisingly common 
misunderstanding regarding validation is that it is focusing on one-to-one 
replacements, i.e. one single alternative that replaces one single traditional ani-
mal test. This is however not the case, validation is context-dependent and pur-
pose driven and includes all sorts of assays, also those that address initial 
mechanisms of action, intermediate effects, pathways of toxicity or modes of 
action. Further, the term ‘alternative method’ can relate to empirical testing 
methods (often in vitro methods) or methodologies that are not based on empiri-
cal testing and therefore referred to as “non-testing methods”.

Non-testing methods are essentially approaches employing basic logical and 
plausibility reasoning or sophisticated mathematical approaches. Examples of non- 
testing methods include grouping of substances, read-across from one substance to 
another on the basis of properties such as chemical structure or biological mecha-
nisms, structure-activity relationships (SARs) and quantitative SARs (QSARs). It 
also includes, in the wider sense, biological modelling approaches including model-
ling the kinetics of xenobiotics such as physiologically based pharmacokinetic 
(PBPK) modelling and its applications in toxicokinetics.

With test methods we refer to a scientific methodology based on a biological 
test system (e.g. a cell population, a reconstructed tissue or an excised organ) as 
well as provisions for handling this system and performing measurements follow-
ing exposure to chemicals (i.e. the test method’s procedure, normally captured in 
Standard Operating Procedure(s), SOP(s), outlining the related life science or 
analytical measurement techniques), as well as those relating to data analysis, 
processing and interpretation.

All alternative methods will need to process the raw data and translate them 
into toxicologically meaningful information, i.e. the actual results of the test 
method. This process is often referred to as data analysis. The results can then 
further be converted into predictions of the toxic effects of interest. This is achieved 
by so- called prediction models (Archer et al. 1997; OECD 2005), a description of 
how to interpret the data or measurements in view of obtaining categorical predic-
tions. This often takes the form of a mathematical function or algorithm The pre-
dictions can stretch the entire spectrum of biological organisation, from molecular 
interactions over mechanisms on organelle or cell level (e.g. signalling pathways) 
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up to mechanisms of cell ensembles, tissues, organs up to the entire organism or 
(sub)populations. A prediction model can be generically phrased as

 
P f x= ( )

 

with P the prediction, f the mathematical transformation of the measured data x. 
Prediction models can be very simple, for instance in case of in vitro skin irritation 
test methods based on reconstructed human epidermis, a 50 % cell viability of the 
exposed skin equivalent is taken as a cut-off for ascribing either irritant or non- 
irritant properties to the test chemical. Notably, not all alternative test methods do 
feature prediction models, e.g. ecotoxicological assays.

The key components of alternative test methods are schematically summarised in 
Fig. 4.1.

2.1.4  Alternative Methods are Proxies and Reductionist Models

Typically, life science research is conducted on model systems, which can be further 
separated into (a) “proxy” (or “surrogate”) systems and (b) reductionist systems, 
with possible overlap between the two (see below).

First, proxy systems are entities used to study properties of another system: a 
substantial amount of basic research in biology and biomedicine is conducted on 
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Data 
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Prediction 
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Test method
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Category a
(e.g. TOXIC)
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(e.g. NON TOXIC)
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related  
SOP(s)
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Fig. 4.1 An alternative test method and its main constituting elements: the biological ‘test sys-
tem’, the biological parameters measured in response to exposure of the test system to chemicals 
and the element of data interpretation and analysis that translate data into toxicologically useful 
information. This may (but does not need to) include a ‘prediction model’, i.e. a prescriptive pro-
cedure of how to translate the measurements obtained in the test system into categorical predic-
tions. Chemicals with unknown properties can be tested by the method and, using the prediction 
model or ‘classifier’, can be assigned to specific categories that can relate to any property ranging 
from activation of a cellular pathway to a downstream human health effect. Test methods can 
therefore be seen as “sorting machines” that allow to allocate chemicals with initially unknown 
properties to distinct categorical classes with defined properties normally relating to the presence 
or absence of the capacity to trigger a specific biological mechanism related to toxicity
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animals (so-called “animal models”) with a view to extrapolate the obtained results 
on animal genetics, biology and physiology to the human situation. Animals are 
used as proxies for humans with the basic assumption that, with increasing phylo-
genetic proximity, the results obtained in the proxies are considered more relevant, 
accurate and less uncertain with respect to reflecting the situation in the “target 
system”, i.e. the human. In many cases, this has proven a successful approach in 
life science. For example, understanding the dopaminergic system and its involve-
ment in Parkinson’s disease has been largely obtained through animal experimen-
tation. Despite these successes, there are limitations with regard to the use of 
proxies, probably due to phylogenetic differences, including at the level of gene 
expression, physiological mechanisms, metabolism, etc. that add uncertainty to 
results from animal studies as models for the human situation. Recent examples 
from pharmacological preclinical safety trials include the “tegenero incident” 
(Horvath and Milton 2009; Attarwala 2010) and the unexpected (hepato)toxicity of 
the antibiotic trovafloxacin (Borlak 2009; Gregory 2014). Secondly, there are 
reductionist models, such as brain slice cultures, dissociated primary cells and cell 
lines which are used to study specific physiological processes which recapitulate, 
at a highly reduced level of complexity, specific mechanisms, structures or other 
properties of the target system.

Alternative in vitro methods represent an interesting blend of these two concepts: 
they are proxies inasmuch as they are used for human safety testing in lieu of 
humans but they are also highly reductionist methods, since they are modelling only 
aspects of the target system (e.g. a complete organism or an organ, etc.) and are used 
to predict the properties of the target system or some of its constituting parts. 
Consider a barrier model composed of confluent polarised epithelial cells from the 
gut used to study uptake of substances through this epithelium or the use of mono-
cytic cell lines for studying markers of epidermal inflammation and immune cell 
activation in the context of skin sensitisation leading to the clinical manifestations 
of allergic contact dermatitis. Both are highly reduced systems that model key prop-
erties thought to underlie higher level (“downstream/apical”) effects in the system 
of interest, the ‘target system’. As a major consequence of these facts, both test 
method development and validation are typically undertaken in relation to proxies 
or surrogate systems (i.e. animal data) and not the species of interest (Fig. 4.2).

Epistemologically, in vitro alternatives used to predict behaviour of chemicals in 
more complex systems up to the entire organism can be seen as a variety of explana-
tory reduction (Weber 2005). This type of reductionism can be seen as based on the 
identification of a “difference-making principle” (Waters 1990, 2007) assumed to 
be a causative (and/or explanatory) factor that is sufficient for studying and 
 explaining features that are emergent at a higher level of organisation. Reductionist 
systems used to predict such higher level (downstream) properties need to model 
this “principle” (here: a physiological mechanism; in genetics: the concept of the 
gene) in order to study potential consequences in the complex target system (e.g. 
toxicity in humans and human (sub)populations). In the current context, finding the 
difference making principle is equal to the identification of physiological mecha-
nisms believed to underlie a response (i.e. an adverse effect) in the target system. 
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In the context of validation, the entire mapping of biological and mechanistic infor-
mation has been referred to as the “scientific basis” of alternative test methods. This 
relates to their biological and mechanistic design in terms of recapitulating mecha-
nisms of toxicity (e.g. cellular pathways) or any relevant disturbances of structure or 
function at the cellular level (mode of action concept) or throughout the different 
layers of biological organisation. This means that responses from a reduced system 
need to be extrapolated to a more complex system.

Identifying the key causative factors or events that underlie specific adverse out-
comes and which allow predicting these outcomes with sufficient accuracy and reli-
ability is one of the biggest challenges of modern toxicology. The basic assumptions 
are that it is (a) unnecessary and (b) practically impossible to model all potential 
mechanisms. Finding those that truly make a difference in view of tilting the homeo-
static balance and driving adverse effects is pivotal for developing relevant test 
methods. While a thorough understanding and description of the scientific basis of 
alternative test methods has always been part of validation, there are increasing 
efforts to organise the existing scientific knowledge in a consistent manner so as to 
improve interactions between various actors within the community (e.g. scientists, 
test method developers, validators, regulators, legislators, test method users). 
Identifying and describing physiological key events that can be perturbed by toxi-
cants will allow adjusting chemical design of new substances so as to avoid the 
interference of substances with known “toxicity pathways” but will allow also help 
tailoring the scientific development of new test methods and informing their valida-
tion. The OECD guidance of describing “Adverse Outcome Pathways” (AOP) 

In vitro
method

Human 
(species of 

interest)

Traditional
animal "proxy"

a

b
c

Unknown

Measurable,
known

Measurable,
known

Fig. 4.2 Peculiarities and obstacles specific to validation of alternative methods. The effects of 
chemicals on the target system of interests (humans) are normally not known (dotted flash) or only 
known to a very limited extent and associated with much uncertainty. (a) Alternatives can therefore 
not be readily validated in relation to the target system (grey arrow). (b) Since traditionally animals 
have been used as proxies for humans, a lot of data is available concerning chemical effects on 
whole animal systems (blue outlined flash). In the absence of standardised human data, these data 
can be used as reference data for validation (blue arrow) and related to the measured data—also 
for developing a prediction model that translates the measured data in vitro into a prediction of 
measured effects in the animal proxy. (c) Importantly, the true relationships of the effects measured 
in the animal proxy and in the in vitro method to the target system are often not known (red dotted 
arrows)
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(OECD 2013a, b) is a recent effort to describe the biological events leading to toxicity 
in humans in a concise but consistent manner. The AOP concept foresees the struc-
turing of key events in relation to the biological level of complexity on which they 
occur and arranging the different events in causality chains, starting from a molecu-
lar initiating event and describing the causal relationships between one key event 
and another. This approach could improve the identification and description of such 
key factors and might thus support the development and validation of test methods 
that map/recapitulate mechanisms and pathways that underlie downstream events or 
higher-level features of the system. In addition, it has been proposed that evidence-
based methods such as systematic reviews could help identifying key causative 
events triggering the development of biologically relevant test methods (Guzelian 
et al. 2005; Hoffmann and Hartung 2006b).

2.1.5  Reductionism: Consequences for Test Development and Validation

Above considerations show that the usefulness of alternative test methods needs to 
be assessed in relation to the target system: reference points (=data) need to be 
derived ideally from the target system that the alternative approach is modelling. It 
is not sufficient to validate in vitro methods in relation to other in vitro systems 
(Goldberg et al. 1995). This is in contrast to many forms of validation where the 
usefulness of systems is judged in relation to reference points relating to perfor-
mance of similar systems (e.g. diagnostic tests). Finding accurate reference data 
(Fig. 4.2) of the actually “true” effect of a given chemical on the species of interest 
(humans) would be the obviously the ideal approach for assessing the usefulness 
(“relevance”) of alternative methods. However, human data relating to chemical 
effects (Fig. 4.2) are normally not readily available or need at least to be derived 
from highly uncertain information (e.g. epidemiological data), involving moreover 
expert judgement.

This absence of human data makes it very difficult to “calibrate” alternative 
methods during test method development against the target system whose properties 
the alternative is intended to predict. This “calibration” typically consists of devel-
oping a data analysis procedure for processing the raw measurements into toxico-
logically meaningful results. This can include a prediction model that translates the 
measurements obtained in the alternative methods into categorical predictions, 
either relating to a category system used for hazard labelling relating to adverse 
health effects (e.g. UN GHS categories) or to a specific mechanism of action or 
toxicity pathway. To overcome this issue of non-availability of human data,  reference 
data are traditionally taken from proxies or “surrogates”, i.e. animal models that 
have been used in toxicology for many decades (consider for instance the Draize 
eye and skin tests in rabbits dating to 1944) although these animal models have 
never been validated themselves (i.e. how well they model or predict the effects in 
humans or how reliable/repeatable they are).

Moreover, there may be cases where no reference method is available, for 
instance when a method for a new purpose needs to be developed. This would 
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mean that there are no reference data at all for the development and validation 
of an in vitro method. The statistical tool of “latent class analysis” (LCA) may 
be a viable approach to estimate assay performance parameters even when the 
true state of nature is not known or has not been observed (=is ‘latent’) (Hothorn 
2002; Hoffmann et al. 2008). Yet another situation is found in environmental 
toxicity assessment which uses very few surrogate species/proxies for judging 
the impact of chemicals on a specific environment, habitat or ecosystem. An 
example is the use of daphnia or fish as surrogates (i.e. two of thousands of spe-
cies!) for judging the potential impact on the aquatic ecosystem. For more 
details on reference points in validation of alternatives see the ECVAM work-
shop report by Hoffmann et al. (2008).

2.1.6  Modelling the Mechanism Is Necessary But Not Necessarily 
Sufficient

As outlined above, alternatives that are based on modelling biological events that 
are assumed to be causative for adverse effects in the species of interest are more 
credible and useful than methods that show only correlative results with the target 
system, i.e. without modelling relevant biological mechanisms. This has been 
pointed out already in early publications on validation (Goldberg et al. 1995; Bruner 
et al. 1996). It is thus tempting to assume that methods which model such results 
should quasi automatically produce results that are informative and relevant for 
downstream health effects. This is however not necessarily the case: biological sys-
tems have a great capacity to repair and reset their properties once disturbed 
(homeostasis). Reduced test methods typically do not model all those homeostatic 
mechanisms and hence the results can be of limited relevance, especially for health 
effects that depend on repeated exposure and a variety of stressors (e.g. epigenetic 
changes involved in cancer). Hence, the modelling of mechanisms in alternative test 
methods is a necessary precondition of robust and relevant predictions, but it is not 
necessarily sufficient with respect to the accuracy of such predictions.

2.1.7  Reductionism Requires Integration at Later Stages

A consequence of the fact that alternative in vitro methods are reductionist models 
is that in most cases no single method will suffice to describe the properties of the 
higher-level target system with its complex anatomical and physiological organisa-
tion. Consider the health effect of reproductive toxicity: several organs and complex 
hormonal feedback loops are involved which cannot be modelled by one single 
reductionist system. Instead, the lack of complexity at the level of individual test 
methods is sought to be compensated by using a suite of test methods and other 
information sources that each address different properties of the target system. The 
complexity of the target system is basically dissected into aspects that can be mod-
elled and experimentally manageable in several reductionist systems. Information 
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from such groups of methods (including also non-testing methods) then needs to be 
integrated through strategic combinations of test methods in holistic data gathering 
and evaluation schemes. These, initially, have been termed tier-testing strategies or 
testing strategies (Balls et al. 1995b) and later referred to as “Integrated Testing 
Strategies”, implemented in the REACH guidance published on ECHA’s website 
from 2007 onwards and including also elements of data collection and evaluation 
(see also Kinsner-Ovaskainen et al. 2012; Balls et al. 2012). Subsequently, the 
OECD has introduced the term “Integrated Approaches to Testing and Assessment” 
(IATA) (OECD 2008; OECD 2014a, b). The communality is that data from various 
sources, irrespective of whether already available or to be generated, are integrated 
in order to yield conclusions on whether specific chemicals trigger a particular 
property of the target system.

This need for data integration has important consequences for validation. 
Back in the early 90s validation of alternative methods initially intended to 
establish single replacement methods for addressing an entire health effect (e.g. 
EC/HO validation study on alternatives to the Draize eye irritation test). This 
has worked to some extent in topical toxicology where the Draize test for skin 
corrosion and irritation could be successfully addressed by two sets of in vitro 
test methods, both based on Reconstructed human Epidermis (RhE) (additional 
methods are available for skin corrosion assessment). However, it is plausible 
that other health effects of a more systemic nature (often referred to as “com-
plex endpoints” or “systemic toxicity”) will require a strategic combination of 
alternative methods and this has to be taken into account already when validat-
ing the individual “building blocks” of such strategies (Bouvier d’Yvoire et al. 
2012). This has been discussed in a joint EURL ECVAM/EPAA workshop 
report (Kinsner-Ovaskainen et al. 2012). We will return to this aspect later in the 
context of the requirements in terms of chemical number for assessing reliabil-
ity versus predictive capacity/applicability domain.

The later use of an alternative test method within larger integrative approaches 
has impacts on validating such a method and the study design needs to take this 
into account. For example, if a method is used in (strategic) combination with 
other assays, it is conceivable that the requirements regarding predictive capacity 
and even reliability are different as opposed to situations where a method would 
be used as a stand-alone test. The same holds true for a screening assay versus one 
used to address regulatory requirements as observed by Green (1993).

2.2  Validation: Basic Terminology

Traditionally validation has been seen as a process of assessing the scientific valid-
ity of an alternative method. While this is still correct, validation carries additional 
meanings: for example, when scientists talk about a test method as “being vali-
dated” they rather refer to whether or not a method has been shown to be reliable 
and relevant, i.e. whether the hypotheses that modelling a specific mechanism of 
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action in such a reductionist model indeed picks up, during validation testing, 
chemicals known to cause specific adverse effects. Therefore, the term validation 
in the area of toxicity texting incorporates at least three aspects: (a) the formal 
process of validation or validation workflow; (b) the validation study type (or “val-
idation process”) and (c) information generated during validation or the hypothe-
ses assessed during validation.

2.2.1  Validation Workflow

Validation traditionally has been overseen by independent and impartial organisa-
tions (‘validation bodies’) that do not have vested interests. Examples are EURL 
ECVAM in the EU, NICEATM/ICCVAM in the US, JaCVAM in Japan, KoCVAM 
in South-Korea, Health Canada and BraCVAM in Brazil. This impartiality is impor-
tant for the validation of alternative methods that are intended for regulatory accep-
tance: it ensures that the characterisation and confirmation of validity of test methods 
is done on the basis of scientific considerations only and independent of specific/
vested interests (financial, etc.) of test method submitters. It thus guarantees impar-
tiality, scientific rigour and consistency of approach. All validation organisations 
follow a practical workflow or process for prioritising test methods for validation, 
for conducting studies, for subsequent independent peer review and for organising 
and communicating their main conclusions and recommendations. The above men-
tioned (supra)national validation bodies in the EU, Japan, Canada, South-Korea and 
the US work together within the ICATM framework (ICATM = International 
Cooperation on Alternative Test Methods) and have recently attempted to align and 
streamline their workflow (see Chap. 14 on international collaboration). A generic 
validation body workflow comprising four basic steps is shown in Fig. 4.3 and 
explained below.

Step 1: Evaluation of in vitro test methods: Importantly, not all in vitro methods 
that are developed by test method developers will be necessarily validated by vali-
dation bodies. Before being able to enter validation, proposed in vitro test methods 
will need to be evaluated against a catalogue of criteria such as: is the test method 
sufficiently developed to enter validation, in particular is there a “mature” protocol/
SOP available and are there some initial data on within-laboratory repeatability and 
reproducibility (for details see, Sect. 2.3.2)? Does it produce information that could 
be useful for the intended application, in particular regulatory decision making? 
Once these criteria have been confirmed, a test method might be considered for 
 validation, a process that involves the use of considerable funding and resources, 
typically of public funds. Only methods that promise to generate useful information 
and, in particular, address toxicity effects for which there is no ‘alternative cover-
age’ yet, will merit such investment. Essentially, at this step, validation organisa-
tions will conduct a cost/benefit analysis in view of prioritisation.

Step 2: Designing and conducting a validation study: Validation involves dedi-
cated scientific studies to determine whether the alternative method appropriately 
models and, if applicable, predicts the properties of the target system. We will discuss 
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the various validation study types in more detail in Sect. 2.2.2 below. Irrespective of 
the validation study type, the information generated relates to three aspects: (i) a 
better characterisation and definition of the in vitro test method (as a result of vali-
dation), (ii) the assessment of the key hypotheses of reliability and relevance (which 
we will explore below in more detail below, Sect. 2.3) as well as (iii) the setting of 
performance standards and operational criteria (e.g. refinement of test acceptance 
criteria) that will guide development and validation of future test methods based on 
similar principles.

Step 3: Independent scientific peer review. Since validation is achieved through 
scientific experimental studies which, as all scientific endeavours, contain elements 
of data interpretation and inference to reach conclusions, an essential element of 
validation is the assessment of the results obtained and the conclusions drawn by an 
independent group of knowledgeable scientists. This peer review assesses whether 
key scientific principles such as objectivity and appropriateness of methodology 
have been observed and will to this end evaluate managerial and study design 
aspects, ranging from the choice of specific readouts, over composing the data 
matrix to statistical tools used for analysing the data. In contrast to the peer review 
of scientific manuscripts undertaken by individual scientists with normally rela-
tively little guidance from the journals/publishers, the peer review of alternative 
methods, especially when conducted by public validation bodies, needs to be highly 

II. Empirical 
testing and/or 
data evaluation

III. Defining performance 
standards*

I. Defining test method

Validation workflow

Validation 
study type

Information generated 
through validation study

Reliability

Relevance
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study

b. Retrospective 
study

c. Performance-
standards based 
study

Test method assessment: ready to enter validation? 
Which validation study type is most appropriate? 

Independent Scientific Peer Review: Study properly done? Conclusions valid?

Conclusions & recommendations: Gaps? Follow-up actions? 
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Fig. 4.3 Schematic outline of the overall validation workflow of independent validation 
organisations
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consistent in terms of the quality criteria used and the information assessed so as to 
ensure equality of treatment of submissions from various test method developers 
which often have commercial interests in the validation of their methods.

Step 4: Final conclusions and recommendations: The peer review will inform on 
the quality of the study and results and to which extent the conclusions drawn are 
justified by the data/results obtained. The peer review typically forms the basis for 
the definition of final conclusions and recommendations on the readiness of the alter-
native test methods for acceptance into legislation as an officially (and ideally inter-
nationally) acknowledged and recognised routine test method for applications that 
aim at compliance with legislative requirements in view of safety assessment. This 
process is commonly referred to as ‘regulatory acceptance’, and, although indepen-
dent of the validation process, relies on the quality of validation studies. Thus, the 
final conclusions published at the end of the validation workflow by validation bod-
ies (e.g. “EURL ECVAM Recommendations”) inform the relevant stakeholder com-
munities on the characteristics of test methods, identify existing gaps and necessary 
follow-up activities and therefore prepare and support mainly the scientific aspects of 
regulatory discussions towards official acceptance. Stakeholders include regulatory 
end users in governmental agencies, industry end users of the test method as well as 
civil society organisations (such as animal welfare or environmental activists).

Increasingly, validation is also performed by other actors than validation bodies 
such as test method developers in academia and industry. These parties may seek 
independent and impartial evaluation and peer review of their studies by validation 
bodies that are neutral with respect to the assay (i.e. do not have vested interests). 
For instance, EURL ECVAM is regularly evaluating ‘external’ validation studies 
and having them reviewed by its independent EURL ECVAM Scientific Advisory 
Committee (ESAC).

2.2.2  Validation Study Types

Validation of alternative methods for toxicity testing is centred on the analysis of 
testing data relating to a relevant set of chemicals (the so-called “test chemicals”). 
Testing is normally carried out through formal validation studies that should follow 
scientific principles and good scientific practice with regard to study design and 
conduct (see Chap. 5), in particular relating to chemical selection, the statistical 
planning (e.g. to calculate the power required to derive dependable point estimates 
such as sensitivity and specificity), but also with regard to the statistical analysis of 
the study data themselves. This will be explored in detail in Sect. 3.

There are different types of validation studies conceivable that vary in their 
design. A useful distinction is based on whether the chemicals testing data need 
to be generated de novo (so called prospective studies) or whether they are already 
existing and are analysed in view of a defined purpose (retrospective studies). 
Studies can of course also contain both prospective and retrospective elements: 
make use of newly generated data as well as existing data (see Sect. 2.4 on modu-
lar approach).
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Prospective Studies

 (a) Prevalidation studies
Prevalidation studies are studies conducted in view of assessing whether a test 
method and associated SOP is ready to merit potential further full validation 
(Curren et al. 1995) and robust enough to merit the considerable expense of 
such a study. Prevalidation studies focus on the aspect of transferring the SOP/
test method from an experienced laboratory (e.g. test method developer) to 
naïve laboratories. These studies allow optimising further the SOP based on the 
experiences during such transfer. Prevalidation studies thus help minimising the 
risk of transfer problems during full prospective validation studies. Transfer 
problems due to shortcomings of the SOP or training protocols only create 
unnecessary cost during full validation studies without contributing to the core 
goal of a full validation study, i.e. test method characterisation in view of a 
purpose. Transfer(ability) is assessed through testing a small but conscien-
tiously selected set of chemicals with also challenging properties, such as 
chemicals that are at the border of the prediction model cut-off (see also 
Sect. 4.7.2). A major benefit of conducting prevalidation studies is that they 
produce limited but quality controlled data sets on within-laboratory reproduc-
ibility (WLR), between-laboratory reproducibility (BLR) and predictive capac-
ity which may inform about the possible overall performance to be expected of 
a specific test method (see also Sect. 4.6). Like in other validation contexts (e.g. 
analytical method validation) such a priori knowledge and other historical data 
may support the realistic setting of goals and objectives of subsequent full pro-
spective validation studies, including potential validation acceptance criteria 
where useful (i.e. if the precise use of the method in a regulatory setting is 
already known). Although the term prevalidation is not any longer frequently 
used, there are still studies conducted that adhere to the principles of prevalida-
tion, namely a first check of transferability of SOP from one laboratory to 
another, identification of pitfalls and improvement of SOP and/or training, if 
necessary, before embarking on a costly multi-laboratory ring trial.

 (b) Full prospective validation studies
These are large-scale studies involving the testing of a sufficient sample of 
chemicals for characterising a test method in terms of WLR, BLR and  predictive 
capacity and for characterising, with some confidence, its applicability domain 
and potential limitations. Adaptions of the design of such studies have been 
suggested and will be discussed below. Such studies create confidence and trust 
in alternative novel test approaches for regulatory applications when involving 
a sufficiently large set of test chemicals. When considering the size of the chem-
ical testing set, it is important to separate what would be statistically desirable 
(in terms of chemical sample size) from what is realistically doable taking also 
considerations of cost and availability of test materials into account.

 (c) Performance standards-based (PS-Based) validation studies
PS-based studies are conducted in relation to a set of predefined “stan-
dards”, including biological criteria and reference chemicals, as a means of 
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efficiently assessing test methods considered to be sufficiently similar to a 
previously-validated one. This concept has been initially proposal by Balls (1997). 
PS are typically defined upon completion of a full validation study. However 
assessment criteria (factually standards) can also be defined for test method 
development already and carried over to test method evaluation/validation.

Normally PS-based studies are used to validate, through a smaller scale study 
involving significantly less chemicals, test methods that are scientifically suffi-
ciently similar to the previously validated “reference methods”. The rationale of 
these studies is that similar biological and operational characteristics will most 
likely mean that the general performance of a similar method can be assumed to 
be equivalent to the validated reference method and that it is therefore justifiable 
to test a smaller set of chemicals instead of repeating a full scale validation exer-
cise. Performance standards typically are composed of three elements: (i) The 
essential test methods components, defining the test methods and key operational 
parameters, (ii) a set of “Reference Chemicals” that need to be tested (typically 
in the range of 20 or so), (iii) target performance values in term of WLR, BLR 
and predictive capacity. Importantly both the reference chemicals and the target 
values are defined on the basis of the full validation and the parameters achieved: 
thus, these values map at a reduced scale the chemical, toxicological and func-
tional spectrum of test chemicals and the values attained during validation. A 
significant drawback of this study type is that the test chemicals are known 
beforehand and can be used for test method development.

Retrospective Studies

These studies use existing testing information that can be analysed through data 
grouping and meta-analysis tools. For a short introduction to meta-analysis see 
Mayer (2004). Retrospective validation may sometimes be conducted through a 
‘systematic review’; this term however rather relates to the methodology used. As 
long as the goal of the systematic review is to characterise a method, and through 
this, assess its validity for a purpose, it technically constitutes a validation exercise. 
Retrospective studies require particular attention with respect to the selection of the 
data through using pre-defined search and selection criteria.

Weight of Evidence Validation and Evidence-Based Validation

While the terms prospective and retrospective validation relate to the temporality 
of data generation, the concept of weight of evidence (WoE) validation relates to 
the tools for evaluating data sets relevant for a given validation study. Weight of 
evidence generally relates to the considerations made in a situation where there 
is uncertainty and which are used to ascertain whether the information/evidence 
at hand support one or the opposite side of an argument or a conclusion. In the 
context of validation, WoE considerations can be useful in situations where there 
is uncertainty regarding the available reference data or in case different and 
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opposing findings from reference methods are available. WoE judgment may of 
course also be used in case there are several contradictory testing results in ret-
rospective data sets. Possible principles of WoE validation have been summarised 
by Balls et al. (2005). However, WoE approaches can be tailored to individual 
needs as long as they are underpinned by the consistent use of a predefined set of 
criteria relating to quality, relevance, plausibility, etc. of the data. The second 
element, integrating this information in view of arriving at a final judgement, 
may depend on the specific case.

Evidence-based validation (Hartung 2010) is a term suggested for validation 
studies that make full use of data assembly and analysis tools as well as advanced 
statistical tools as used in (evidence-based) medicine (Mayer 2004). This includes 
data grouping, the concepts and techniques of meta-analysis as well as the use of 
likelihood ratios to summarise predictive performance and the consideration of 
prevalence (Hoffmann and Hartung 2005). This should be seen in the wider context 
of introducing evidence-based methods from medical research (including system-
atic reviews) also in toxicology (Hoffmann and Hartung 2006b; Griesinger et al. 
2009; Guzelian et al. 2009; Stephens et al. 2013) in order to address in particular 
issues of variability and uncertainty (Aggett et al. 2007) and make remaining uncer-
tainties transparent (Guzelian et al. 2005). While the evidence-based approaches 
from medicine can to some extent be used also in toxicology (Neugebauer 2009), 
there are however important differences between medicine and toxicology which 
need to be taken into account (Griesinger 2009) (e.g. the focus of prevention in toxi-
cology versus prevention and cure in medicine or the differences of the entities 
studied through test methods: chemical properties in toxicology and diseased 
patients in medicine).

2.3  Validation: Hypotheses Assessed and Information 
Generated

Having outlined fundamental concepts relating to the assessment of alternative 
methods and validation workflow, we explore the term validation in more detail in 
the following.

2.3.1  The General Concept of Validation

Validation aims to show whether or not something is valid. “Valid” is rooted in the 
latin verb valere—to be (of) worth. This shows the core goal of any validation: 
assessing whether something has (some) worth or usefulness. From this, two key 
characteristics of all validation exercises can be deduced:

• First, the terms “worth” or “valid” are highly context-dependent: something is of 
“worth” in relation to something or for a specific use, application or performance. 
Thus, validation always relates to a specific context or purpose. This purpose 
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may change over time, requiring revisiting or re-conducting validations of systems 
that have been previously validated in relation to a different purpose. In the con-
text of alternative methods validation, this purpose-oriented aspect is described 
by the term “relevance”. Relevance has been described as the usefulness and 
meaningfulness of the results of an alternative method (Balls et al. 1990a, b, c; 
Frazier 1990a, b). We would like to emphasize that it is this rather broad under-
standing of relevance (Bruner et al. 1996; OECD guidance document Nr. 34, 
glossary) that we are using here. Unfortunately, relevance has sometimes been 
reduced to mere aspects of predictive capacity and applicability of an assay. 
However, judging the overall relevance requires the integration of many types of 
information and requires also scientific judgement: relevance is a composite 
measure and involves also the biological/mechanistic relevance (“scientific 
basis”) and may also include considerations of reliability of a test method (Bruner 
et al. 1996). We will discuss this in more detail in Sect. 2.3.3.

• Secondly, a system/method or process is only then fully relevant for an applica-
tion or purpose, if it is reliable: if it performs in the same manner each time it is 
applied, irrespective of the operator and in a reasonable independence of the set-
ting within which it is used (e.g. a computer programme should not only work on 
the developer’s computer, but on those of millions of users). This is described by 
the term “reliability”. It is immediately intuitive that a test method that is unreli-
able cannot be relevant for its purpose. Inversely, the purpose of a method will 
have an influence on the reliability that is requested from of a given test method. 
For some purposes (e.g. when combining test methods in a battery) a lower reli-
ability may be acceptable than when using an alternative method as a stand-alone 
replacement test. Thus, reliability may need to be taken into account when judg-
ing the overall relevance of a test method for a purpose.

Based on these brief considerations, one can frame the key characteristics of any 
validation exercise including alternative method validation:

 1. Validation is the process required to assess/confirm or assess validity for purpose 
as described under (2)

 2. The validation process concerns the assessment of the value (validity) of a sys-
tem within a specific context and/or for a specific purpose, typically a use sce-
nario or a specific application by examining whether the system reliably fulfils 
the requirements of that specific purpose in a reliable manner and is relevant 
for the intended purpose (“fitness for purpose”) or application.

 3. The validation process is a scientific endeavour and as such needs to adhere 
to principles of objectivity and appropriate methodology (study design). 
Accepting that validation studies are of a scientific nature means that they 
should be described in terms of assessing clearly described hypotheses. These 
hypotheses include (1) the reliability of an assay when performed on the basis 
of a prescriptive protocol, (2) the mechanistic or biological relevance of the 
effects recapitulated. This is measured through testing, during validation, a wide 
array of chemicals with known properties regarding an adverse health effect: if 
the modelled mechanism is relevant, this will be reflected in the accuracy of the 
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predictions or measurements. This will also show whether there are specific 
chemical classes or other properties for which no accurate predictions can be 
obtained (applicability/limitations); (3) the predictive relevance, i.e. the appro-
priateness of the prediction model developed typically on a small set. 
Obviously, hypotheses 1–3 are related. For practical purposes, they are grouped 
in reliability and relevance.

Typically, validation has assessed this “fitness for purpose” outlined in the three 
hypotheses above by studying (i) whether or to which extent the system fulfils pre- 
defined specifications relating to performance (for instance sensitivity and specific-
ity of predictions made), (ii) the reliability (and operability) deemed necessary to 
satisfy the intended purpose as well as (iii) robustness, which is measured inter alia 
through the ease of transferring a method from one to another laboratory which is 
typically done in prevalidation studies (Curren et al. 1995). Points of reference or 
predefined standards for predictive capacity and reliability therefore play a key role 
in validation (Hoffmann et al. 2008). Importantly, the process of validation will 
inevitably lead to the characterisation of the system’s performance and, if appli-
cable, its operability, generating useful information even in case the validation goal/
objective is not met, the method is not (yet) found fit for purpose or “scientifically 
valid”. Test method validation, should therefore also be seen as a way of character-
ising a system for future improvement and adaptation. It is this general concept of 
validation that underlies also the validation of alternative approaches.

2.3.2  Validation of Alternative Methods: Reliability and Relevance

As outlined above, the theoretical basis of alternative method validation can be 
readily deduced from the general concept of validation: the two key hypotheses 
assessed by alternative method validation are reliability and (overall) relevance 
incorporating biological relevance, relevance (concordance) of predictions for vari-
ous chemicals (applicability domain) and, at times, reliability.

This definition goes back to discussions at a workshop in Amden, Switzerland in 
1990 conducted by the Centre for Alternatives to Animal Testing (CAAT), USA and 
the European Research Group for Alternatives in Toxicity Testing (ERGATT) whose 
results have been published as CAAT/ERGATT workshop report on the validation 
of toxicity test procedures (Balls et al. 1990a, b, c). Being sufficiently general, the 
original definition relating to relevance and reliability provides an appropriate 
framework for validation of alternatives still today.

In the following we would like to explore how these two hypotheses are addressed 
in validation studies in more detail:

First, an alternative test method can only be considered useful if it shows reli-
ability, i.e. if it provides the same results or shows the same performance charac-
teristics over time and under identical as well as different conditions (e.g. operators, 
laboratories, different equipment, cell batches, etc.). In the context of validation 
studies, reliability has been defined as assessing the (intra-laboratory) repeatability 
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and the reproducibility of results within and between laboratories over time (Balls 
et al. 1990a, b, c, 1995a, b; OECD 2005). Repeatability relates to the agreement of 
results within one laboratory when the procedure is conducted under identical con-
ditions (OECD 2005), while reproducibility relates to the agreement of results 
using the same procedure but not necessarily under identical conditions (e.g. dif-
ferent operators in one laboratory or different laboratories).1 Reliability assessment 
is important in view of assessing the performance of methods in their final use 
scenario, i.e. employed in laboratories across the world. Assessment of within- and 
between-laboratory reproducibility is often done by means of measuring concor-
dance of (i.e. agreement between) predictions obtained with the prediction model. 
This has the advantage that the reliability is measured on the basis of the intended 
results or output generated by the test method, i.e. again under final use condi-
tions. However, it is also important to describe, using appropriate statistical meth-
ods, the intrinsic variability of the parameter(s) measured (see also Sect. 4.7.2) 
in the test method (e.g. cell viability, fluorescence as a result of the expression of a 
reporter gene, etc.). This will allow producing data on reproducibility (or inversely 
variability) independent of the prediction model and therefore closer to the actual 
data produced. Such data may be useful in case the prediction model is changed 
due to post hoc analyses. A post-hoc improvement of the prediction model has 
recently been done on the basis of in vitro skin corrosion methods (Desprez et al. 
2015). In addition, the transferability of a method is an aspect that needs attention 
during validation: it relates to how easily a method can be transferred from one 
experienced laboratory (e.g. test method developer) to naïve laboratories that may 
have relevant experience with alternative methods but are, at least, inexperienced 
with the particular SOP associated with the test method (Fig. 4.1). Transferability 
relates to both the reliability but also the “robustness” of a test method: the more 
sensitive a method is to slight variations of equipment and operators, the less robust 
it is. Robustness is important when considering a test method for standardised 
routine use. A practical way of gauging robustness at early stages is through check-
ing the ease with which a test method can be transferred from one to another labo-
ratory (e.g. in the context of a prevalidation study). Robustness however will also 
be reflected in the levels of repeatability, and within- and between laboratory 
reproducibility obtained during validation.

Second, in view of ensuring that an alternative test method is fit for a specific 
purpose (i.e. the reliable generation of data on the properties of test chemicals) its 
relevance for this purpose needs to be assessed. This requires that the purpose is 
clearly defined before validation. A surprisingly common shortcoming of validation 
exercises is that the intended purpose of the test method and, therefore, the goal and 

1 Repeatability has been defined as “the agreement of test results obtained within a single labora-
tory when the procedure is performed on the same substance and under identical conditions” 
(OECD 2005) i.e. the same operator and equipment.

Reproducibility has been defined as “the agreement of test results obtained from testing the 
same substance using the same protocol” (OECD 2005), but not necessarily under identical condi-
tions (i.e. different operators and equipment).
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objectives of a validation study are not defined with sufficient precision. This has 
been already remarked on by Balls and colleagues in 1995 (Balls et al. 1995a, b). 
Inversely, over-ambitious goals are sometimes set, including the specification of 
target performance values (e.g. for specificity and sensitivity) which are not suffi-
ciently backed by prior data. Lack of goal setting or defining objectives has a nega-
tive impact on the clarity of study design (see Sect. 4): as for all scientific 
experiments, the objectives of a study will determine the necessary design. Thus, 
study design is not a ‘one-size fits all’ issue, but depends on the specifics of the 
study. With regard to validation of alternatives, relevance for a particular purpose 
has been defined as assessing the scientific meaningfulness and usefulness of results 
from alternative methods (Balls et al. 1990a, b, c, 1995a, b; Frazier 1990a, b). 
Meaningfulness in this context is crucial and relates to the plausibility of data or 
predictions and how convincing they are on the basis of a variety of considerations. 
As observed by Goldberg et al. (1995) and Bruner et al. (1996), hazard predictions 
from alternative methods that address a specific known mechanism of action or 
because they closely model a specific tissue are scientifically more credible and are 
probably more likely to be correct than predictions from a test methods that that 
does provide correct predictions but does not model the biology of the target system 
or whose relationship with the latter are at least unknown (such assays could be 
called “correlative methods”). Thus, when judging the overall relevance of a test 
method, also biological or mechanistic relevance needs to be taken into consider-
ation, i.e. to which extent the alternative model recapitulates key aspects of biology, 
physiology and toxicity that need to be assessed. This aspect has traditionally been 
referred to as the “scientific basis” of a test method.

2.3.3  Key Information for Relevance: Scientific Basis, Predictive 
Capacity, Applicability Domain and Also Reliability

As indicated above, relevance is a rather broad term and judgement of relevance is 
to some extent a subjective process that relies on the evaluation and integration of 
scientific data. To assess or establish the relevance of a method for a defined pur-
pose requires considering the method’s predictive capacity, its applicability domain 
and limitations, its reliability and, at a more fundamental level, its scientific basis: 
the biological and/or mechanistic relevance of the test method in view of it being 
considered a suitable proxy or surrogate for the target system and a model of key 
causative elements that are involved in emergent properties of the target system 
(see discussion on explanatory reductionism Sect. 2.1 subpoint 3). Figure 4.4 sche-
matically summarises the information taken into account for judging the overall 
relevance against the defined purpose.

The four aspects for judging relevance of a method are elaborated in the 
following:

 (a) Scientific basis relating to the biological or mechanistic relevance of a test 
method and its underlying test system. Does it recapitulate a specific tissue 
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architecture, mechanism or action or biological/toxicological pathway? We 
provide a few examples to illustrate this point:

Reconstructed human epidermis used for skin irritation testing has a high 
biological relevance for the intended application (prediction of the irritancy 
potential of chemicals) as it models the upper part of the human skin and is 
based on human keratinocytes. The predominant readout used for skin irritation 
testing is cell viability which has some relation to the toxicity mechanisms: it 
models cell and tissue trauma which is a key event for triggering an inflamma-
tory response in skin leading to the clinical symptoms of irritation (redness, 
swelling, warmth) (Griesinger et al. 2009, 2014). However, more specific mark-
ers that directly probe inflammatory processes would be closer to the toxicity 
event from a mechanistic point of view (draft AOP in Griesinger et al. 2014).

As another example, transactivation assays for measuring the potential of 
chemicals to act as (ant)agonists on endocrine receptors (e.g. estrogen, andro-
gen receptors) typically are based on cell lines intrinsically expressing these 
receptors. Such assays have a high mechanistic relevance as they directly model 

Scientific basis
Relationship between the biological properties 

of the test method including the parameters 
measured and the toxicity event of concern. Can 
be informed by mechanism of action, mode of 

action, adverse outcome pathways.

Reliability
Repeatability within and reproducibility within-

and between laboratories. This includes 
transferability (=ease of transfer of the method) 

from a knowledgeable to a naïve laboratory.

Predictive capacity
Relationship between the test method's results 
(measurements or categorical predictions) and 

the effect of concern. 

Applicability 
domain / limitations

Description of the physicochemical or other 
properties of the substances for which the 

method was found applicable

Overall 
relevance

Purpose: 
application,

use

Relates to : 
biological relevance and/or 

"mechanistic" relevance

Relate to: relevance 
of the results for the 
intended application

Relates to : robustness 
of the method 

or its inverse: susceptibility 
of a method to variations 

of practical execution 
(operator, equipment etc.)

Fig. 4.4 Judging the overall relevance of a method against a specified purpose upon completion 
of a validation study requires information on the biological and mechanistic relevance (scientific 
basis) of a test method, its reliability, its predictive capacity and applicability domain. Note that the 
scientific basis of a method should be defined on the outset of a study (light grey) and is not based 
on empirical testing generated during the study, while information on reliability, predictive capac-
ity and applicability are assessed through the data generated during validation (boxes in light blue). 
Empirical data on the relevance of the results (e.g. an IC50 measurement) or categorical predictions 
(=“predictive capacity”) in regard of the effect of concern allow falsifying or “verifying” the 
hypothesis that a particular scientific basis is relevant for predicting an adverse effect. The scien-
tific basis hence is the foundation of a test method. Its description is informed by considerations of 
mechanisms of action (MOA, relating to the specific biochemical interaction by which a drug/
toxin acts on the target system), mode of action (MoA, relating to functional or anatomical changes 
correlated with the toxicity effect) and adverse outcome pathways (AOP, relating to descriptions of 
sequences of biological key events that lead from initial molecular interactions of the toxin with 
the system to downstream adverse health effects of individuals or populations)
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the mode of action. However, depending on the test system used and the degree 
of reduction applied (i.e. cell line versus tissue), they have a reduced biological 
relevance.

 (b) Predictive capacity: The relationship between the measurements obtained 
with the alternative method and the effects in the biological system that the 
alternative method is supposed to model. Typically this relationship is cap-
tured through assessing the capacity of the alternative method to provide accu-
rate predictions of specific effects in the biological target system. This is called 
a test method’s “predictive capacity”. The effects predicted typically relate to 
distinct categories and constitute “classifiers” (in standard scientific terms one 
could say that the continuum of effects from non-toxic to highly toxic has 
undergone a binning procedure; the basis for this binning often relate to 
decision- rules that relate to regulatory traditions of categorising health effects). 
These classifiers normally relate to predictions of downstream adverse health 
effect (“apical endpoint” such as skin or eye irritation and their respective clas-
sification and labelling categories), but they may also relate to a specific cellular 
mechanism involved in toxicogenesis (‘toxicity pathway’), to an organ-level 
effect, etc.

An example of predictive capacity of a health endpoint is in vitro skin irrita-
tion: skin equivalent models based on human keratinocytes that grow into 
epidermis- like tissue equivalents in the dish are used to predict the skin irrita-
tion effect of chemicals in humans (OECD TG 439 2010; Griesinger et al. 
2009). The capacity to predict skin irritation is characterised through an evalu-
ation of test chemicals with known reference properties in the target (or surro-
gate) system. Here they relate to irritants as defined by classification and 
labelling schemes such as GHS versus ‘non-classified’. The predictive capacity 
is described by standard statistical measures used for analysing diagnostic or 
predictive test methods, as long as these methods aim at making categorical 
predictions of the sort “positive” versus “negative” (=true presence or absence 
of a property). These are mainly sensitivity (=true positive rate), specificity 
(=true negative rate) and accuracy (sum of true negatives and true positives over 
all predictions made); see Fig. 4.5. Importantly, these are all statistical point 
estimates and they are independent of the balance between positives and nega-
tives in the reference data. Often positive and negative predictive values (PPV, 
NPV) are also used to characterise the performance of alternatives. However, 
these values are dependent on the prevalence of positives amongst the test 
chemicals (see Fig. 4.5) and care needs to be taken when using these descriptors 
for predictive capacity of test methods after validation studies where normally 
the balance is 50:50 % (i.e. there is a 50 % prevalence). NPV and PPV only 
provide meaningful information when either the prevalence of the test chemi-
cals during validation matches the prevalence in the real situation or by taking 
the prevalence into account when calculating NPV and PPV on the basis of the 
sensitivity/specificity values obtained during validation using a balanced set 
(50:50 %). Analogies between the assessment of test methods for chemical 
safety assessment and those for diagnosing diseases are tempting and hold true 
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for the most of the statistical issues (Hoffmann and Hartung 2005), but should 
be used with some care due to obvious differences of the entities examined 
(diseased people versus chemicals causing adverse effects) (Griesinger 2009) 
and some issues related to prevalence: while the prevalence of a given disease 
(e.g. type II diabetes) may be grounded on solid evidence, establishing the 
‘prevalence’ of toxic chemicals with regard to a specific health effect can be 
challenging. One approach used in the past was to assess the number of entries 
in chemical registries (e.g. the EU new chemicals database). However it should 
be noted that the chemicals listed there have already undergone safety assess-
ments and the real prevalence of chemicals when they are being subjected to 
test methods may be different. Further, other measures in addition to NPV and 
PPV may be useful when expressing the quality of binary classifications, in 
particular in cases when actual positives and negatives are highly unbalanced. 
This includes the “Matthews Correlation Coefficient” (MCC) (Matthews 1975) 
that indicates the correlation between predictions and observations (actual neg-
atives/positives) on a scale of −1 (no correlation whatsoever) over 0 (random) 
to 1 (fully correlated).

Assessing the predictive capacity of a test method requires the availability of 
reference data that are used to “calibrate” the prediction model of the method 
and to assess its predictive capacity during validation. These reference data are 

(+) (-)

actual positive actual negative

positive prediction True Positive (TP) False Positive (FP)
Positive Predictive Value

TP / (TP+FP)

negative prediction False Negative (FN) True Negative (TN)
Negative Predictive Value

TN / (TN+FN)

Sensitivity Specificity
TP / (TP+FN) TN / (TN+FP)

Prevalence

alternative
method

reference data

Fig. 4.5 Predictive capacity of a test method is described by assessing its ability to yield correct 
predictions for classes of properties described by reference data. In the example below, a classical 
contingency table, there are two categories of the reference data: actual positive and actual nega-
tive. The prevalence of chemicals that are ascribed these properties has impact on the statistical 
analyses and the parameters that are useful. The alternative test method has a prediction model that 
allows binary classification, either “positive” or “negative”. Comparing the results of the alterna-
tive method with the reference data allows ascribing to the results of the alternative method the 
arguments True Positive (TP), False Positive (FP), False Negative (FN) and True Negative (TN). 
Note that the sensitivity (=true positive rate) and specificity (=true negative rate) are independent 
of the prevalence of actual negatives/positives. In contrast, both positive and negative predictive 
values are dependent on this balance
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often from animal studies and relate to categorical values such as “actual positive” 
and “actual negative” ascribed to a set of test chemicals. Notably, reference data 
already carry a considerable degree of simplification due to the reduction of a 
much more complex reality of a continuum of physiological events into a binary 
(or other) classification. Reference data therefore need to be used with care, 
especially when derived from surrogate/proxy animal models, i.e. not the
species of interest as is typically the case in toxicology.

 (c) The reliability of a test method also may influence judgements on its overall 
relevance. Consider for instance the impact of the practical use scenario of a test 
method on its relevance judgment: test methods that will be used on their own 
(stand-alone replacements) will have to show a high degree of reproducibility in 
order to be judged relevant for the purpose of effectively replacing a traditional 
animal test. For example, reliability thresholds for single replacement test 
methods such as skin corrosion and skin irritation are very high. Other test 
methods on the other hand will be used in conjunction with others, either in 
parallel, assessing the frequency/mode of predictions obtained from such a 
“battery” or through strategic step-wise combinations of test methods.2 In such 
use cases, test methods with reproducibility performances lower than those of 
single replacement methods may be nevertheless useful and judged relevant, for 
instance when used in weight-of-evidence approaches to support plausibility 
reasoning such as read-across of properties from one chemical substance to 
another. The relationship between intended use and requirements in terms of 
accuracy and also reliability was first noted by Green (1993).

Figure 4.6 schematically summarises the three main aspects covered for 
judging relevance: the scientific basis (triangle or circle) of the alternative test 
method, that is the mechanism or property recapitulated or modelled by the 
method and thought to be causally related to an adverse effect in the target sys-
tem (triangle in target system), the reliability and the accuracy (predictive 
capacity) of the measurements made in the alternative method with respect to 
the prediction of properties in the target system. Test methods (a)–(c) have a 
strong scientific basis since they model mechanism p (white triangle) that is 
either underlying or correlating with property P in that system: the predictive 
capacity shows to which extent the method is able to identify chemicals that 
activate p and which is thought to lead to P in the target system. Test methods 
(d) and (e) have a weaker scientific basis: they do not model mechanism p but 
another one q, indicated by a white circle. With regard to the overall relevance 
of the methods (a)–(e) the following can be said:

Method (a) is highly reliably (=always yields the same results) and scientifi-
cally relevant, but it is not accurate with respect to the predictions made: for 

2 Such strategic combinations have been proposed in the context of “Integrated Testing Strategies” 
that were proposed during the implementation of the REACH legislation in the EU (2006–2007) 
and consisted of steps of data gathering, evaluations and empirical (strategic) testing using several 
data sources. Later the concept of ITS has been further promoted under the term “Integrated 
Approaches to Assessment and Testing (IATA) by the OECD (OECD 2008).
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chemicals known to activate p, it predicts (P*) = absence of property (P). These 
wrong predictions are indicated by red arrows. Its overall relevance therefore is 
very low. Method (b) has a strong scientific basis, is reliable and accurate. Its 
overall relevance is high. Method (c) is neither reliable nor accurate, although 
its scientific basis is relevant. Its overall relevance is low. Method (d) is reli-
able, but its results are more uncertain than those of method (b) since (d) does 

P

P

P

P

P

a

b

c

d

e

Presence of property P (=P)

Absence of property P (=P*)

Alternative 
test method

Target 
system

Mechanism p

Mechanism q

Correct prediction of P

Incorrect prediction of P*

p

p

p

q

q

Fig. 4.6 Schematic representation of the main aspects impacting on the overall relevance of a test 
method, i.e. the meaningfulness and usefulness of its data. Arrows represent test results from five 
repeated experiments of the same test chemical. Correct predictions in green, incorrect predictions 
in red. The test method’s purpose is to predict the presence of property P in the target system (e.g. 
a toxicity pathway). Reference data for the target system are available that have been simplified in 
two categories: chemicals that trigger P and others that do not trigger P. Thus, the alternative 
method needs to provide accurate predictions on absence (P*) or presence (P) of property P. Some 
test methods (a–c) model the mechanism p thought to underlie property P (white triangle). Other 
test methods (d–e) do not model mechanism p, but q, which is not thought to be causative for P. 
Detailed explanations in the text
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not model the mechanism of action p thought to be related to the occurrence of 
P in the target system. Thus, although (d) is accurate, its results correlate with 
rather than predict the adverse effect. Method (e) is reliable but inaccurate and 
has a week scientific basis. Its overall relevance is rather low.

 (d) Applicability domain and limitations
An additional important aspect for judging the relevance of alternative test 
methods is applicability. Since test methods are used to assess chemicals, it is 
the applicability of a test method to chemicals that has been traditionally con-
sidered under the term “applicability domain”. This would cover physicochem-
ical properties, structural groups “chemical categories” or also sectorial use 
groups (e.g. biocides, pesticides, industrial chemicals, etc.) and such like. The 
applicability domain cannot be fully defined during validation but only be out-
lined based on the test chemicals used during validation. The wider the applica-
bility domain, the more useful and hence more relevant is a method.

However, instead of restricting applicability domain only to aspects of 
chemical structure or physicochemical properties, it is useful to think of the 
applicability as a multidimensional space that is set up by as many descriptors 
as needed to describe how a method can be applied (Fig. 4.7). Notably, OECD 
guidance document 34 goes beyond the mere aspect of chemical applicability 
when defining applicability domain: “a description of the physicochemical or 
other properties of the substances for which a test method is applicable for use” 
(OECD 2005). Other properties (or descriptors) that may be useful for describ-
ing applicability are test outcomes (e.g. only applicable to positives), specific 
biological mechanisms of action/toxicity pathways.

It is obvious that ‘applicability domain’ in the above sense always refers to a 
positive description of what a method is applicable to. Inversely, the term 
 “limitations” can be understood as a negative delineation of applicability, i.e. of 
“non-applicability”. However, in practice, limitations more often relate to simple 
technical limitations and exclusions due to technical/procedural incompatibility 
of test items with a test method. Consider for instance a test methods based on 
measuring the cell viability using a colorimetric assay: test chemicals that are 
coloured may interfere with the readout and thus constitute a technical limitation 
due to incompatibility with the readout. Another example is the use of cells as a 
test system kept in submerged culture: this will result in a restriction to chemi-
cals that can be dissolved in cell culture medium acting as a vehicle; the limita-
tion would thus relate to insoluble substances such as some waxes or gels.

Thus, while applicability and limitation can be thought of as complementary 
terms, in reality, it is much easier to describe the limitations of a test method 
(especially technical limitations relating to compatibility with the test system) 
than to describe the applicability at the stage of validation. The reason is simply 
that during a validation exercise, for practical and economic reasons, only a lim-
ited number of test chemicals can be assessed: each chemical can be seen as prob-
ing with one single entity into the chemical universe composed of a vast space of 
hundreds of thousands of manufactured and natural chemicals. From each sub-
stance one can extrapolate to neighbouring substances within the chemical 
space (similar structure) or the biological space (similar mechanism of action). 
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The further one moves away from the substance with empirical data, the more 
uncertain this extrapolation gets (Fig. 4.8). It is clear that it is simply not feasible 
during a single scientific study to comprehensively delineate the entire space of 
applicability by testing, so extrapolation and “read across” of results will remain 
a key aspect of describing the applicability domain. To improve the description of 
applicability and limitations beyond the scope of validation studies, mechanisms 
of post-validation surveillance through which end users can report the successful 
use of test method to new substances as well as report problems, should be used 
in a more consistent manner and appropriate tools would need to be set up for 
such reporting.

Descriptor 1

Descriptor 2

Descriptor 3

Fig. 4.7 The applicability 
domain of an alternative 
method can be seen as the 
space occupied by the 
method in a 
multidimensional 
coordinate space set up by 
various descriptors such as 
chemical structure, 
biological action, 
predictive parameters 
(applicable to negatives or 
positives only), etc. The 
space is indicated in blue 
and is a function of the 
relationships between the 
various descriptors
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Fig. 4.8 For practical and 
economic reasons, 
validation studies can only 
empirically test a small 
sample of the chemical 
population. From these 
testing data, inferences can 
be made on substances 
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activity. Notably the 
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Finally, since applicability can only be assessed or proven by testing or evalu-
ating existing testing information, the certainty with which the applicability 
domain is determined is strongly correlated with the number of chemicals that 
has been assessed. Similarly, the certainty with respect to the predictive capacity 
is depending on the number of chemicals and minimum requirements in terms of 
sample size and power calculations for assessing for instance a dichotomous 
prediction model can be precisely calculated. However, for applicability and pre-
dictive capacity one could state that “the more chemicals, the better”, i.e. increas-
ing the chemical number will always increase the sharpness and accuracy with 
which both applicability and predictivity are defined and therefore increase the 
trust and confidence in the method.

In contrast, this “open-ended” approach regarding chemical number does not 
hold for reliability assessment: while there is a minimum number of substances 
statistically required for reliability assessment which can be calculated through 
statistical methods (sample size/power calculations), this number can be much 
lower than that required for a more robust description of predictive capacity and 
applicability domain. In contrast, to the assessment of applicability and predictive 
capacity, there is no substantial benefit in increasing the number of chemicals for 
reliability assessment. The different requirements regarding chemical number are 
schematically depicted in Fig. 4.9. These differences should be kept in mind when 
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Fig. 4.9 The minimum requirements in terms of chemical number for assessing reliability on the 
one hand and predictive capacity and applicability on the other are different. There is a minimum 
number of chemicals that is required for reliability assessment in view of satisfying statistical 
needs (blue dotted lines, r). There is, however, no real need to go beyond a certain number of 
chemicals as defined by statistics to determine reliability since certainty will not increase to a 
substantial degree. In contrast, while there is also a minimum number of chemicals required for 
assessing predictive capacity (depending on the number of classifiers used) and applicability (p), 
the certainty with which these two can be considered characterised will always increase with 
increasing the numbers of chemicals assessed (big arrowhead)
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discussing the potential adaptations to validation in terms of “lean processes” 
(see also Sect. 4.5.1): it is obvious from the above that the different requirements 
can be exploited in terms of adapting the data matrix generated during validation 
by dissecting the chemical testing set that has been  traditionally assessed for 
all information requirements (reliability, predictive capacity and applicability 
domain) into two sets: one for assessing the reliability and a larger one for assess-
ing predictive capacity. We will discuss this in more detail in Sect. 4.5.

2.4  Supporting the Practice of Validation: The Modular Approach

In 2004 EURL ECVAM proposed the “modular approach” to validation (Hartung 
et al. 2004) that has proven to be a very useful tool for adapting the validation study 
design not only to the intended purpose but also to the available information. 
Importantly, this modular approach should not be confused with the one proposed 
by Goldberg and colleagues in 1995 which relates to validation of in vitro methods 
on the basis of one defined readout against concurrent human data where possible 
(Goldberg et al. 1995).

Starting from the observation that validation until then had emphasized the process 
rather than the information requirements, the modular approach suggests to structure 
the information of scientific basis, within- and between laboratory reproducibility, 
transferability, predictive capacity and applicability domain into six information mod-
ules that need to be addressed during validation so as to allow a test methods to prog-
ress to scientific peer review. These modules have been termed (1) test definition 
(encapsulating aspects of scientific basis and mechanistic/biological relevance), (2) 
within laboratory reproducibility, (3) transferability, (4) between laboratory reproduc-
ibility, (5) predictive capacity and (6) applicability domain. In addition, realising that 
the definition of performance standards (see also Sect. 2.2) upon completion of valida-
tion studies would be helpful for test method development and validation of test 
methods, based on similar scientific and operational principles (=“similar methods” or 
“me-too” methods), a seventh module of performance standards was added.

Most importantly however, the modular approach introduced a new philosophy 
towards the practical process of validation, allowing that these information modules 
be addressed in a flexible temporal order. Thus, test methods do not necessarily have 
to run through the typical ring-trial type evaluation of classical validation studies 
but need to address only the information that is judged to be missing. This informa-
tion can then either be produced prospectively through dedicated new testing or 
retrospectively through analysis of existing information. For instance, for a specific 
test method, there may be ample information on predictive capacity, so that valida-
tion can focus on defining the test method and assessing mainly the reliability. 
EURL ECVAM has in recent years conducted several modular studies (see EURL 
ECVAM webpage, section “EURL ECVAM Recommendations”, EURL ECVAM 
2012 onwards), notably in the area of skin sensitisation. EURL ECVAM exploited 
the fact that, for some well-established methods (e.g. Direct Peptide Reactivity 
Assay, DPRA), there was a wealth of publicly available information on predictive 
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capacity and applicability from user laboratories. This allowed to focus the design 
of the validation studies on protocol transferability and reliability (within and 
between laboratories) in order to complete these information modules.

3  Validation Study Management

3.1  Generic Design of a Validation Study

As outlined in Sect. 2.2.2, there are various types of validation studies in terms of 
the scientific design to assess reliability and relevance. Here we provide a brief out-
line on the managerial aspects of validation studies (Fig. 4.10).

Validation management group

Laboratory 
1

Laboratory 
2

Laboratory 
3

Study 
plan 1

Final
report 1

Study
plan 2

Final
Report 2

Study 
Plan 3

Final
Report 3

Validation 
project plan

Validation study

Validation 
report

Multi-study trial ("round robin")

Statistical
Analysis 

plan
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Coordination Chemical 
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Ex ante
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Ex post
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Statistical 
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Fig. 4.10 Generic outline of the overall organisation of a prospective validation study: main 
actors, key documents produced at the outset (ex ante), during testing and upon completion of a 
study (ex post). Main actors are (1) the sponsor or sponsor consortium, initiating and normally 
financing the study, (2) the validation management group that is set up by the sponsor in view of 
managing the science and logistics of the study and composed of experts with different roles and 
expertise including coordinators, statisticians, chemists and regulators for selecting chemicals and 
other experts (e.g. in validation, the test method under scrutiny, etc.), (3) the participating labora-
tories conducting the testing within a round robin or ‘multi study trial’. In case of retrospective 
studies, the design would be the same, without however the participating labs

4 Validation of Alternative In Vitro Methods to Animal Testing: Concepts,…



98

3.2  Roles and Responsibilities of Actors

Validation studies are typically initiated by a sponsor or sponsor consortium. The 
sponsor has an interest in validating the method either because of economic 
interests and/or in view of legislative requirements necessitating a particular 
validated alternative method for routine use. The sponsor typically appoints a 
validation management group to oversee the entire study, i.e. to decide on study 
design, to manage and coordinate the study execution phase (involving dedicated 
chemicals testing in case of prospective studies, to analysing the results and con-
cluding on and reporting the main outcomes by writing up the final validation 
report. The validation management group is composed in view of gathering the 
expertise needed to conduct the specific study in question. This includes (i) a 
Chair who is moderating meetings, teleconferences as well as discussions and 
the decision-making process related to all VMG decisions; (ii) experts with 
knowledge in the test method under scrutiny and related scientific and regulatory 
requirements; (iii) statistician(s) that are responsible for suggesting important 
aspects of the validation study design (e.g. sample size and power calculation) 
and data analysis; (iv) study coordinator(s) who act as a central secretariat, i.e. 
ensuring the efficient management and conduct of the overall study (maintaining 
efficient communication, preparing drafts of key validation study documents, 
organising meetings, recording key decisions and reports of meetings and tele-
conferences). Depending on study, the coordinator(s) may or may not participate 
in the decision making of the group. Finally, among these experts, some can be 
appointed to define and perform the chemicals selection: identifying and procur-
ing suitable chemicals addressing pre-defined criteria including, importantly, 
high quality of associated reference data. Importantly, the validation manage-
ment group, via the coordinator(s), closely interacts with the work of the partici-
pating laboratories, each conducting one dedicated laboratory study. The ring 
trial hence is also referred to as “multi study trial” (see Chap. 5).

The key documents to be defined at the outset of the study are:

• The validation project plan which can be seen as the major blue-print or road- 
map of a study. The validation project plan outlines the goal and objectives of the 
study and defines the test method in sufficient detail. The document determines 
the SOP versions that must be used during testing and lays out in sufficient detail 
the relevant scientific, managerial and logistical steps in view of conducting the 
study (see Sect. 4.4 for more details). This includes aspects relating to data anal-
ysis, handling problems and deviations. It includes contributions from specific 
experts of the management group, e.g. from the chemical selection committee 
which will outline the test chemicals to be studied and their associated reference 
data or from the statistician, describing the sample size calculations conducted in 
view of addressing the study goal and objectives).

• The statistical analysis plan, outlining the data handling, analysis, interpreta-
tion and reporting. This plan can be part of the project plan or a stand-alone 
document.
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Key documents during the validation study are:

• The laboratory study plans and final reports (requirements under GLP) that 
outline all the relevant SOPs required (not only that of the test method, but also 
those relating to equipment and other issues of the local laboratory) and that 
define how the testing data will be reported in agreement with the quality assur-
ance measures in operation at the laboratory.

Key documents upon completion of a validation study are:

• The statistical report summarising the analysis of the data and the statistical 
findings. This report can be a stand-alone document or be part of the validation 
report. Important is that the statistical analysis and its conclusions are not 
influenced by the VMG (who may be biased with respect to the decisions it 
took during the study) and is conducted solely on the basis of the data 
available.

• The validation report that summarising the entire validation study (referring 
where necessary to other documents, e.g. the statistical report), the problems 
encountered and which has to clearly outline results obtained, the conclusions 
drawn and take clear position with respect to whether or not the study goal has 
been achieved.

4  Validation Study Design

Having discussed the key actors, the key documents and the generic organisation of 
a validation study in Sect. 3, we now explore the most important elements to be 
addressed during validation study design. These typically would be captured in a 
validation project plan (see Fig. 4.9).

4.1  Number of Chemicals, Sample Size and Power 
Considerations

Conclusions drawn on the basis of empirical testing can be considered solid scien-
tific insight only if they can be generalised beyond the single experimental result. 
The assessment of the capacity of an alternative test method in view of obtaining 
predictions on the effects of chemicals cannot be done on an infinite number of 
chemicals, but, for practical and economic reasons, on the basis of a restricted num-
ber. This should however be sufficient to allow such generalisations, taking also into 
account the restricted reproducibility of scientific experimentation. Thus, empirical 
testing will be restricted to a sample of the population (chemical substances). In the 
following we discuss this ‘sample size’ problem, that is, the problem of concluding 
from the relative frequency of events in a sample to the relative frequency in the 
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entire population. We equate here sample size with number of chemicals since the 
goal of validation is to make inferences on the ability of a test method to predict the 
properties of chemicals. It is however noted that the term may also reflect the sam-
ple size of two or more distinct populations or simply to the number of observations 
or replicates.

The number of chemicals used for the validation study needs to be determined 
by statistical means so as to allow adequate quantitative metrics in view of the 
validation study goal and objectives. The quantitative metrics relate to mainly the 
within- laboratory and between-laboratory reproducibility (WLR and BLR) and 
predictive capacity; for the latter the number of categories predicted (dichoto-
mous/binary or more; see Fig. 4.1) will be an important factor influencing the 
sample size/power calculations.

The sample size, here the number of chemicals, should be large enough to repre-
sent sufficient statistical power for comparing two (or more) populations by a statis-
tical test on the basis of a measured parameter; the latter can be a mean or a 
proportion. Two types of errors can be encountered, type 1 and type 2. Both types 
are taken into consideration for the sample size calculation:

• The type 1-error is the error that consists in rejecting the null hypothesis H0 of 
equality of the parameter when H0 is true. It represents therefore the false 
positive cases. The probability that this type of error occurs is usually denoted 
by α.

• The type 2-error is the error that consists in not rejecting the null hypothesis H0, 
i.e. accepting H0, when H0 is false. This type 2-error represents therefore the false 
negative prediction. The probability that this type of error occurs is usually 
denoted by β. The power of the statistical comparison is defined by 1 − β.

In the case of in vitro test methods, predictions typically consist of categorical 
outcomes relating to specific mechanisms (e.g. activating estrogen receptors) or 
entire health outcomes (e.g. in Skin Corrosion Tests, Category 1A, Category 1B/1C, 
and Non-Corrosive). The value of WLR is typically obtained by calculating the 
proportion (i.e., fraction in percentages) of chemicals that have concordant predic-
tions throughout the runs used in one laboratory. The test chemicals represent the 
population for which the calculation of the sample size is required. This WLR is the 
measured parameter over the population of chemicals. For defining the sample 
required, the expected values (target value, here relating to WLR) is an important 
aspect to be defined prior to testing. The target value should be based on prior test-
ing of a small set of chemicals (e.g. in the context of a so-called “prevalidation” 
study) or can be derived from other historical information. The formula to be used, 
for calculating the sample size, is the one based on proportions and will include this 
target values as well as α and 1- β values.

The following equation shows the advantage of simultaneously taking into 
account the targeted WLR value and the lower limit of this value (i.e. WLR should 
not go below this value). The target value is represented by π, the error by δ, the 
lower limit by π-δ.
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Zα and Zβ respectively represent the Z distribution values for the probabilities α 
and β. This formula was proposed by Flahault et al. (2005) and can be derived by 
the one presented by Lachin (1981).
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Such calculation of the number of chemicals needed, prior to testing, plays an 
important role in the validation study as this sets up the level of confidence—and 
conversely deals with the uncertainty towards the obtained values of WLR.

Statistical considerations also apply to the calculation of the number of chemi-
cals needed to reach target values of BLR. Similarly to WLR, BLR is a propor-
tion—the fraction of chemicals for which concordant predictions have been made 
over the participating laboratories. The difference δ accepted for the target value π 
plays a critical role in the formula: when δ decreases, n increases according to the 
inverse of δ square root. For instance, a target value of WLR of 90 %, i.e. π = 0.9 
with a power of 80 %, i.e. 1 − β = 0.8 (Zβ = 0.842), and a risk α = 0.05 (Zα = 1.645) will 
result in a different sample size whether the value of δ is 0.1 or 0.2. If δ = 0.2 the 
total number of chemicals needed is 25; if δ = 0.1 the total number of chemicals 
needed is 83 and therefore much higher.

Therefore, the assumptions (or the certainty of preliminary target values) play a 
critical role for calculating the number of chemicals to be assessed in a validation 
study. These assumptions cover not only the target values of WLR or BLR, but also 
the underlying statistical formulae used for the calculation (normal approximation 
to the binomial law).

4.2  Selection of Test Chemicals and Associated Reference Data

For above said reasons, the selection of chemicals used in validation studies is criti-
cal and the success or failure of a validation study may largely depend on it. This 
includes issues of both number and nature of chemicals selected. Ideally, a high 
number of chemicals should be selected to represent different chemical classes and, 
depending on the purpose of the validation study, also different chemical use cate-
gories, such as e.g. industrial chemicals, food additives, pharmaceuticals, cosmetic 
ingredients, pesticides, etc. Ideally, the following information on the selected chem-
icals should be known and compiled: use applications, in vivo data sources, sub-
stance supply, chemical classes, physical chemical properties and GHS classifications 
(if applicable).

Chemical selection has traditionally focused on mono-constituent substances of 
high purity, ensuring correspondence of documented in vivo data to sample material 
acquired for in vitro testing. Nevertheless, acknowledging the REACH definitions, 
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‘pure mixtures’ (multi-constituent substances with negligible impurities) have also 
been admitted, provided composition was reported quantitatively and consistent 
with the material used for the in vivo study.

In general, a principal requirement for chemical selection is the availability of 
complete and quality assured supporting reference data sets, for comparative 
evaluation of in vitro mechanistic relevance and/or method predictive capacity. 
These reference data are typically from surrogate animal studies (“in vivo data”), 
but can also be derived from other sources. In areas where the mechanisms of 
action is not preserved across species, (e.g. metabolism, CYP induction), the 
availability of human reference data for the mechanism studied is essential. 
Human toxicity data however are often problematic with respect to their avail-
ability and their quality (see Sect. 2.1).

The availability of human reference data for many areas in toxicokinetics and 
toxicodynamics is often limited to pharmaceuticals since this is the only sector 
where testing is performed in humans after pre-clinical toxicological testing. Human 
data from the pharmaceutical and other sectors can also be obtained from selected 
scientific references and poison control centres. In such registries, human data 
derived from clinical case studies, hospital admissions, and emergency department 
visits can be found. Although this information is not acquired systematically, it 
represents a potential source of human toxicity and toxicokinetic data available for 
commonly encountered chemicals. Thus, the clinical information is used as a basis 
for comparison with in vitro values.

Another source of more reliable human toxicological data may be obtained 
through the testing on human volunteers for some areas of local toxicity, such as 
skin and eye irritation. Human volunteers for skin irritation testing produce 
concentration- effect curves for fixed endpoints, while in the case of eye irritation, 
testing is, for ethical reasons, limited to minimal mild effects (redness, itchiness). A 
more recent technology to obtain human data is the human microdosing. This tech-
nology seems promising for obtaining human toxicity data as only extremely low 
amounts of chemical need to be given to the human volunteers. These external 
amounts could well remain below current threshold of toxicological concern (TTC) 
values. However this area needs to be further explored and it is stressed that all 
experiments with human volunteers need to be carefully considered for their ethical 
implications before being conducted.

In general, the selected chemicals should be (1) commercially available, (2) stable 
after fresh preparation of a stock solution, (3) soluble in saline, or in solvents that are 
used in concentrations not affecting the mechanism of interest and (4) not precipitate 
for defined time frames when used under standard operating procedures.

Experience has shown that all laboratories should use the same solvent and the 
same non-cytotoxic highest concentration of the test item over a defined period as 
defined in the standard operating procedure during a validation study.

Another prerequisite is to use defined chemicals (that is by their Chemical 
Abstracts Service (CAS) formulas or their generic names) rather than proprietary 
mixtures or coded industrial products. Studies performed with defined chemicals 
allow for between-laboratory testing and clear definition of critical components of 
the validation study.
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4.3  Defining the Data Matrix Required

Once the sample size has been determined, it is advisable to determine the precise 
data matrix that would be required for a statistically appropriate analysis of the 
performance characteristics of the test method during validation. By data matrix we 
simply mean the number of data points required for each test chemical in view of 
characterising the performance of the method. Aspects of lean design (see 
Sect. 4.5.1) can be taken into account when defining the data matrix.

A typical example of a data matrix can be defined by

• X number of laboratories testing…
• Y number of chemicals in …
• Z number of experiments

The terms “experiment” and “run” or “complete run” are sometimes used inter-
changeably. Importantly, these terms usually relate to all the measurements and data 
processing/analysis required to generate a final result for a given test item (either a 
toxicological measure or a categorical prediction). Thus, runs or experiments relate 
to the intended application of the test method in practice when routinely assessing 
test items.

In the following section we present some illustrative examples from test methods 
in the area of topical toxicity testing (mainly skin irritation) as summarised in a 
background document on in vitro skin irritation testing (Griesinger et al. 2009), see 
Fig. 4.11:

Test item

NC

PC

Result /
Prediction

Run 1 ( = experiment 1)

Test item

NC

PC

Result /
Prediction

Run 2 ( = experiment 2)

Test item

NC

PC

Result /
Prediction

Run 3 ( = experiment 3)

Laboratory 1 Laboratory 2 Laboratory 3

Test item X

Fig. 4.11 Schematic depiction of a possible data matrix for one given test item (X) in the context 
of a validation study. The example is based on in vitro skin irritation testing. Each test item is tested 
in three laboratories. In each laboratory, three experiments (=runs) are being conducted. A run is 
the experiment that will yield the final result of the test method as intended in practice, i.e. either a 
final toxicological measure or a categorical prediction. Thus, a run incorporates all steps necessary 
to produce this information and thus includes the testing of the test item, the controls, as well as all 
data analysis as required. This can include conversion of the result into categorical predictions by 
means of a prediction model. The three runs conducted in each laboratory can be used to assess the 
within-laboratory reproducibility (e.g. by assessing concordance of run predictions). Runs are 
based on several replicate measurements (circles) whose results normally are being averaged and 
analysed for variability as a measure for the quality of the data underlying the experiment or run. 
Variability measures such as Standard Deviation (SD) or Coefficient of Variation (CV) can be used 
to define “Test Acceptance Criteria”, i.e. quality criteria for accepting or rejecting an experiment 
based on replicate measures
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4.3.1  Number of Replicates

The replicates are the repeated individual measurements of the parameter of inter-
est, for a given test chemical, and together with other relevant measurements (e.g. 
controls) constitute the data underlying a run, i.e. the actual result of the test method 
when used in practice. Each replicate measures the parameter of interest (Griesinger 
et al. 2009). Replicate measurements can be used to calculate mean and standard 
deviation (SD) values. The SD value can be used to further calculate the coefficient 
of variation (CV) defined, in percentages, by CV = (SD/Mean) × 100. SD and CV are 
quantitative indicators of variability. Measures from all replicates are usually aver-
aged to derive the final result or prediction for the test item tested. Importantly, the 
use of replicate measurements allows assessing the quality of the experiment: the 
variability of these replicate measurements should be below a pre- defined threshold 
(e.g. a SD value), otherwise the run result is considered invalid (or “non-qualified”). 
The SD thus serves as a tool for applying a “Test Acceptance Criterion) (TAC)”. In 
the example of skin irritation testing, the SD derived from three tissue replicates 
must be equal or below 18 %. Importantly, the TAC must be set on the basis of a 
sufficiently large set of historical testing data and the number of replicates required to 
assess within-experimental variability should also be based on sufficient previous data. 
Typically, during a validation study, the number of “replicates” will follow the 
provisions of the test method protocol intended for later application. However, 
when defining the validation data matrix, it should be carefully assessed whether the 
number of replicates can be reduced (“lean design”), e.g. by analysing historical 
data sets and assessing the impact of such reduction. Importantly, the number of 
replicates is specific to each test method and, unlike for the number of runs or labo-
ratories, no general recommendations can be made.

4.3.2  Number of Runs (Experiments)

A run is the actual experiment that provides a final result on a given test item. A 
run (or experiment) thus consist of (1) testing the test item itself and, concur-
rently, all necessary controls (e.g. positive control, negative control) (Griesinger 
et al. 2009) and (2) performing all necessary data processing and analysis steps to 
generate a final results for the test item. This may, where applicable, include the 
conversion of the toxicological result into categorical predictions by means of a 
prediction model.

In a validation study, typically three runs (or experiments) are performed in each 
laboratory. Since each run provides a final prediction, the between run-concordance 
(=agreement between) such predictions can be used to assess the within a laboratory 
repeatability and within-laboratory reproducibility of the test method.

Predictions at run level may also be used for deriving a final prediction per 
chemical in one laboratory. This has typically been done by simply determining 
the “mode” of predictions and settling unequivocally on a final prediction per 
chemical. If this approach is used, the number of runs needs to be an odd number 
(e.g. three runs).
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4.3.3  Number of Laboratories

For the same considerations as described above for the number of runs, three 
laboratories are usually participating in a validation study. The involvement of 
several laboratories allows evaluating the reproducibility of the test method 
between laboratories. The between-laboratory reproducibility can be calculated 
as described in Sect. 4.7.2.

4.4  Validation Project Plan

The validation project plan serves as a driver and a reference for the conduct of the 
validation study. It covers an extensive range of topics relevant for conscientiously 
planning the scientific and managerial aspects of the validation study. It takes into 
account logistical and practical considerations and sets up timelines. The project 
plan defines the test methods under validation, the goal and objectives of the study, 
it describes the actors involved and their respective roles and responsibilities, and 
defines specific stages/timelines of the study.

A typical project plan can include the following main sections:

 1. Definitions: this section provides definitions of the test methods studied during 
validation, outlining (1) the test systems (e.g. reconstructed human tissue of 
multi-layered epithelium) used as well as (2) determining the associated proto-
cols/SOPs and the precise version numbers to be used during the study.

 2. Validation study goal and objectives: goal and objectives of the study should be 
clearly outlined. Typically the goal of a study corresponds to a regulatory 
requirement and often to the prediction of specific hazard classes or categories 
of chemicals (e.g. Category 2 of eye irritant in the United Nations Global 
Harmonized Systems for classification and labelling, UN GHS). Therefore, this 
section should explicitly mention the name of the regulation addressed. If sev-
eral regulations are concerned it should be specified how the study will relate to 
these. The objectives would be more detailed aims, such as validation for iden-
tification of negatives or for a specific class of chemicals in view of filling an 
existing methodological gap, etc.

 3. In vitro test methods: this section provides a detailed scientific characterisation 
of the in vitro test methods undergoing validation. This relates to the scien-
tific basis, the test method’s mechanistic and biological relevance, as well as 
historical aspects relating to test method development (test method develop-
ment, optimisation, previous assessments including prevalidation studies, etc.).

 4. Validation management group (VMG): the VMG is the body that oversees and 
manages the validation study (see Sect. 3.2). The validation project plan should 
outline the expertise required in view of ensuring an efficient conduct of the 
study. Typically a VMG consists of (i) a Chair responsible for chairing meet-
ings, facilitating decision making and representing the VMG; (ii) relevant 
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experts with specific expertise required for the study; (iii) statistician(s); (iv) 
study coordinator(s) acting as focal contact point and running the study secre-
tariat. Moreover, depending on study, a VMG subgroup dedicated to selection 
of test items and associated reference data, Moreover, observers or liaisons may 
participate (e.g. representing other validation bodies). Also, representatives of 
the laboratories can be involved for specific agenda items of VMG meetings 
related to technical and/or experimental issues. The specific role of each of the 
above mentioned categories of participants and the way they interact together 
should be clearly explained and may be supported by a schematic figure. In 
order to maintain an impartial and unbiased study, the VMG must not include 
members directly involved in the development of the methods undergoing the 
validation process. However, the VMG may consult the test method developer 
if necessary.

 5. Validation study coordination and sponsorship: this part of the validation proj-
ect plan defines sponsors of the study as well as the activities that should be 
covered by the study coordinators, including logistical aspects (e.g. coding and 
distribution of chemicals), communication (e.g. frequency, means), organisa-
tion of VMG meetings, teleconferences, minutes, etc. This section should also 
describe the allocation of financial resources, e.g. purchasing of test chemicals 
and other relevant service contracts (e.g. statistical support).

 6. Chemicals selection: The process and criteria for selecting test chemicals 
should be detailed in this section. Chemical selection can be done by ad-hoc 
experts or by a dedicated VMG chemical selection group (CSG). Experts can 
include members of the validation study coordination, independent scientists, 
liaisons and representatives of the competent authorities. Moreover, since in 
vitro methods will be evaluated against reference data, this section should also 
stipulate criteria for the selection of such data associate with the test chemicals. 
To this end, the type of reference data and the sources of these data (e.g. data-
banks, literature, etc.) are specified. Eligible chemicals are usually compiled in 
table format (e.g. classification of selected chemicals according to the UN GHS 
for skin corrosion). Number of chemicals needed for the validation study, 
obtained from sample size calculation (see paragraph 4.1), will be mentioned as 
well as the proportions of distinct classes/categories (e.g. negative vs positive, 
solids vs liquids, etc.). In terms of procedure, the CSG proposes the list of eli-
gible chemicals to the VMG. This latter may also take into account the avail-
ability of the chemicals to be tested, especially those commercially available 
versus the proprietary ones as well as other practical factors such as potential 
health effects of test chemicals: since validation studies are conducted under 
blind conditions, substances with specifically high risks can be excluded (e.g. 
“CMR substances” with carcinogenic, mutagenic and reproductive toxicity 
effects) as long as these are not related to the health effect of concern to the 
study.

 7. Chemical acquisition, coding and distribution: This section should outline the 
provisions regarding acquisition, coding and distribution of the test chemicals. 
This should be accomplished by a person affiliated to a certified ISO 9001/GLP 
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structure. Individuals involved in this process must be independent from those 
conducting the testing. The process should foresee a purity analysis of the 
chemicals and the provision expiry dates. In laboratories testing different ver-
sions of one protocol (e.g. separate protocols for testing solid and liquid chemi-
cals), codes of chemicals will be different for each version.

 8. Receipt and handling of chemicals: this part of the validation project plan tack-
les the shipping of the coded chemicals, the storage time and conditions as well 
as health and safety measures related to their handling.

 9. Participating laboratories: This section should outline the requirements of the 
participating laboratory, e.g. study director, quality assurance officer/unit, study 
personnel and a safety officer. This section also includes a description of how 
laboratories, within a group, may communicate together and when the VMG 
should be involved in these discussions. For instance, during the testing phase, 
the participating laboratories must not contact each other without approval of 
the VMG.

 10. Laboratory staff: the validation project plan specifies the roles of the study 
directors, the quality assurance officers/unit, the study personnel and the safety 
officers. The study director should be an experienced scientist in the field and 
acts as main contact point of the VMG. He/she is responsible for preparing 
each necessary report. The quality assurance officers will assure that compli-
ance with any quality requirements (e.g. GLP) is respected. The quality officer 
needs to be independent from the study director direction and from the study 
personnel conducting the experiments. The experimental team will perform 
the testing. It should be trained, experienced and competent for the specific 
techniques. The safety officer is in charge of receiving the coded chemicals 
and transmitting them to the responsible person of the laboratory. He/she is in 
charge of the sealed material data sheets (MSDs) corresponding to the test 
chemicals and their codes. These will be disclosed only in case of accident.

 11. Validation study design: this section of the project plan includes details on 
each type of assay taking part in the validation study. For instance, number of 
chemicals, runs and replicates should be clearly defined. Specific technical 
aspects of the test methods are tackled. For instance, if there are two different 
protocols for a given test method with different exposure times, those will be 
mentioned.

 12. Data collection, handling and analysis: this part of the validation project plan 
describes how final reports and the reported data are forwarded to the bio-
statistician. He/she will decode the chemicals and proceed to the analysis 
(see paragraph 4.6, Statistical analysis plan) and produce a biostatistical 
report to the VMG. This report should present the results (predictive capacity, 
within- and between laboratory reproducibility, quality criteria) as well as 
how data were analysed and the statistical tools used. Data analysis strategy 
should be developed, before the end of the experimental phase, by the bio-
statistician in a statistical analyses and reporting plan. This latter will be 
submitted to the VMG for approval.
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 13. Quality assurance good laboratory practices: it is usually desirable that the 
validation study complies with OECD good laboratory practices (GLP) in 
order to facilitate international acceptance of the validation study and its out-
comes (OECD GD 34 2005). This allows full traceability of the study at all 
levels of its experimental phases.

 14. Health and safety: the laboratories should comply with applicable (and required) 
health and safety statutes. The safety officer of each laboratory is designated as 
the contact point for these questions.

 15. Records and archives: provisions should be made for the appropriate archiving 
of raw data, interim and final reports of the validation study (where, how many 
copies, by which means) as well as for the management of the archiving.

 16. Timelines: defines the critical timelines that should be respected. Timelines are 
established for each critical phase of the validation study (e.g. chemical eligi-
bility, approval of the validation project plan, approval of the validation study 
design, dates of testing, etc.).

 17. Documents and data fate: proprietary questions in relation with the documents 
and data generated are described. This also covers the confidentiality of these 
elements and whether and to which extent information can be disclosed.

Finally the validation project plan should also make provisions for retesting in 
case of non-qualified (invalid) runs so that this can be implemented in the study 
plans for the laboratories under supervision of the individual study directors. In 
particular this should address how often experiments relating to one chemical 
can be repeated, i.e. how many retesting runs are permissible. Typically, the vali-
dation coordinator prepares an example of a study plan that can be adapted by the 
laboratories in compliance with their own specific laboratory procedures (see 
Chap. 5).

4.5  Adaptations of Validation Processes

The modular approach (Sect. 2.4) can be regarded as an important adaptation of 
the classical validation approach. Traditionally information on reliability and the 
judgement of relevance followed a rather rigid sequence towards producing a 
comprehensive data matrix. The modular approach introduced a significant degree 
of flexibility with regard to the generation of the information. Two further adapta-
tions have been under discussion recently namely approaches to reduce the data 
matrix without compromising the adequacy of the validation study (“lean design”) 
and, secondly, the use of automated equipment (e.g. automated platforms, 
medium- and high- throughput platforms) for generating empirical testing data. 
Third, some methods used for prioritisation have been developed on custom-made 
automated platforms and some aspects of validation cannot be always applied to 
such assays (e.g. transferability assessment). These three adaptations are briefly 
discussed below.
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4.5.1  Lean Design of Validation Studies

As discussed in Sect. 2.3.3(d), the requirements in terms of sample size for assess-
ing reliability and for assessing predictive capacity and applicability domain are 
different. This can potentially be used in view of adapting the data matrix in order 
to reduce both cost for test chemicals, test systems and the labour involved. As a 
general consideration, it is conceivable to assess the reliability of a test method 
using a small set but statistically sufficient set of chemicals in three laboratories, 
while assessing the predictive capacity (e.g. in terms of a dichotomous prediction 
model requiring a higher sample size) with more chemicals but only in one labora-
tory or by testing subsets of this larger set in various laboratories. A feasibility study 
of this approach has been conducted by Hoffmann and Hartung (2006a, b) using the 
data set of the EURL ECVAM skin corrosion validation study (Barratt et al. 1998; 
Fentem et al. 1998). Using resampling techniques it was shown that the number of 
test runs could be reduced by up to 60 % without compromising significantly the 
level of confidence. While this result is promising it should be noted that the repro-
ducibility of these methods was very high and this has probably led to the remark-
able reduction rates of the data matrix that were possible. It still needs to be evaluated 
to which extent the lean design can also be useful for other test methods and other 
use scenarios in particular.

4.5.2  Automated Testing as a Data Generation Tool for Validation

Validation studies normally assess test methods on the basis of manually executed 
SOPs. This ensures that validated test methods and their associated protocols are uni-
versally usable, also by laboratories that do not have automated platforms at their 
disposal. This however does not mean that automated methodology (e.g. relating to 
liquid handling steps in a manual method) could not be used during validation. 
Automated or robotic platforms can greatly accelerate the generation of testing data 
and allow the economical testing of a larger numbers of test items in shorter a time. 
This supports a more complete characterisation of the predictive capacity and applica-
bility (see Sect. 2.3.3) of a test method (Bouhifd et al. 2012). An important prerequi-
site to use automated approaches for validation is to ensure that the automated protocol 
is equivalent to the manual one in terms of the results and/or predictions it generates. 
There may be variations that need to be assessed with attention (e.g. smaller exposure 
volumes, slightly different application regimes with regard to the test chemicals etc). 
When used for additional data generation during validation, automated testing repre-
sents rather a technical than a conceptual adaptation of the validation process.

4.5.3  High-Throughput Assays for Chemicals Prioritisation

In the context of alternative in vitro testing methods, high-throughput assays (HTAs) 
are those using automated protocols to test large chemical libraries over a range of 
concentrations. Chemical prioritization is often the objective when using HTAs 
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which aims to identify those chemicals in large libraries that may exert a specific 
mechanism of action with the potential to lead to particular adverse effects. While 
these HTAs are not intended for global use by end users (e.g., via OECD test guide-
lines), data generated via HTAs may be used by regional agencies and international 
organizations to inform regulatory decision-making, especially as part of a weight- 
of- evidence approach. Consequently, it is important to consider whether adaptations 
of standard validation approaches may be appropriate for use with HTAs.

The principals of validation outlined in Sect. 2 are applicable to all alternative 
methods, including HTAs. However, the unique nature of the automated assays and 
the resulting volume of data generated using HTAs differ significantly from tradi-
tional “manual” methods, and these aspects need to be taken into account during the 
validation process.

Most HTAs are performed using highly automated processes developed on 
custom- built robotic platforms and are therefore not amenable to traditional “ring- 
trial” studies used to demonstrate transferability of the method. Transferability, 
one of the assessments of reliability along with inter-laboratory repeatability, is 
important because (i) it provides independent verification of results obtained using 
the same method in another laboratory and (ii) it allows a statistical assessment of 
between laboratory reproducibility (BLR, see Sect. 4.7) that can be used in an 
overall assessment of how robust the protocol is when used in different laborato-
ries. The statistical characterization of method transfer is generally not germane to 
HTAs due to the highly customized and unique nature of these assays, Judson et al. 
(2013). However, the ability to confirm independently the results of the HTAs 
remains an extremely important aspect of method validation and deserves careful 
consideration. Since many HTAs are adapted from previously existing low-
throughput methods (i.e. manual protocols), the most straightforward approach to 
confirm results from HTAs is via use of performance standards developed for 
mechanistically and procedurally similar assays (see Sect. 2), the latter without 
regard of the equipment used to execute specific procedures (i.e. protocol steps), 
i.e. manual or automated.

In the event that the HTA is measuring a unique event or utilizing a proprietary 
technology, data generated in other assays measuring activity in the same biologi-
cal pathway may be useful in confirming or at least supporting results of the HTA 
assay undergoing validation. If a number of chemicals produce consistent results 
across several different key events in a given biological pathway, then the activity 
of those chemicals may be able to serve as a reference for other (new) assays that 
target key events in the same pathway. For example, if the HTA undergoing valida-
tion measures one key event in a signaling pathway (estrogen receptor dimeriza-
tion, for example), then data generated in other assays measuring different key 
events in the same pathway (e.g., ligand binding, DNA binding, mRNA production, 
protein production, cellular proliferation) may potentially be used to establish 
confidence in the HTA data.

Another critical aspect to consider when validating HTAs is the volume of data 
generated by these methods, which necessitates increased reliance on laboratory 
information management systems (LIMS) and automated algorithms for data 
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analysis. Although data management and statistical analysis (see Sect. 4.7) are 
important components of all validation studies, the large amount of data associ-
ated with HTAs often results in analysts being “disconnected” from the data, 
which has the potential to lead to wide-scale misinterpretation of the results. With 
this in mind, the validation of data management tools and the statistical approaches 
employed become paramount.

4.6  Ex Ante Criteria for Test Method Performance

Clear criteria relating to desired or expected performance defined at the outset of 
validation (before data generation) can support an objective evaluation of the 
results and conclusions of a validation study and in particular to which extent its 
goals have been met. These criteria can be fixed values or ranges relating to 
specificity, sensitivity and within- and between-laboratory reproducibility. They 
should be based on reliable empirical data from prevalidation or derived from 
other relevant data sets such as in-house (non-blinded) testing in the test devel-
oper’s laboratory. Importantly, the performance criteria should relate to the 
intended purpose of the test method, i.e. its practical application, e.g. whether the 
test will be used in pre-regulatory screening or for the generation of data for 
regulatory dossiers in response to legislative requirements (Green 1993). 
Moreover, the use scenario is a key factor to be considered: for instance, will the 
method be a stand-alone or be merely part of an integrative approach? Ex ante 
performance criteria have been used by EURL ECVAM when validating in vitro 
skin corrosion methods (Fentem et al. 1998), using ranges of sensitivity and 
specificity that were subdivided in bands of acceptability. This approach was 
recently used again by EURL ECVAM when validating in vitro methods for eye 
irritation testing (EURL ECVAM 2014).

4.7  Statistical Analysis Plan

The statistical analysis plan includes a series of calculations that aim to demonstrate 
two main features of the test method to be validated. The first one deals with the reli-
ability of the method and covers two main parameters: the within-laboratory repro-
ducibility and the between-laboratory reproducibility. This second feature is the 
predictive capacity of the method. Below we outline the basic statistical approaches 
that can be used to describe these. Most of the relevant literature to describe predic-
tive capacity deals with evaluations of diagnostic tests during clinical trials (i.e. ver-
sus a gold standard test). Most of the concepts and tools can be applied also to 
predictive toxicity tests, although there are important differences with regard to the 
entities tested and the nature of predictions obtained (see Sect. 2.1.4). An overview 
of statistical evaluations of test methods can be found in Pepe (2003).
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4.7.1  Statistical Evaluation of the Information Provided by Alternative 
Test Methods

Fundamental Considerations

Two basic groups of test methods can be distinguished with regard to the results 
they provide: Test methods that provide meaningful toxicological information with-
out transforming these into categorical predictions and those that convert measure-
ments into distinct categorical predictions by means of a prediction model.

 (1) Results are measures of some sort but no categorical predictions: Examples 
include assays that provide in vitro concentration-response curves and thus 
information about in-vitro potency. Generally, ecotoxicological test methods 
provide results that are not in form of categorical predictions. An example is the 
Fish Embryo Toxicity Test (FET) which yields an LC50 value (concentration 
that leads in 50 % of the animals in the observation group to lethality).

 (2) Results are categorical predictions: The final measurements are converted into 
categorical predictions. These, in most cases, are dichotomous (or binary) pre-
dictions of the general form “toxic” versus “non-toxic”. Test methods used for 
hazard identification in relation to categorical systems such as the United 
Nations Globally Harmonised System (UN GHS) for classification and label-
ling (C&L) of chemicals will need to produce categorical predictions to be use-
ful in practice. The categories in this case relate to downstream (“apical”) health 
effects such as skin corrosion, acute oral toxicity, etc. However, categorical 
predictions do not necessarily need to be tied to C&L classes or apical health 
effects. Categories can in principle relate to events at any level of biological 
organisation (e.g. activation of a given pathway). When considering and using 
categorical information from any toxicological test method (irrespective of 
whether it is a traditional animal test or an alternative method) one should keep 
in mind that the distinct categories (as defined for purposes of C&L) have been 
set as an arbitrary convention to simplify risk management and transport of 
chemicals. Unlike other testable properties that may come in two classes (e.g. 
absence or presence of a disease marker), toxicity and hazard are continuous 
events and categorical differences do not exist in reality. This is especially 
important when considering data close to the cut-off of a prediction model (see 
Fig. 4.13, Sect. 4.7.2). Chemicals close to the cut-off can lead to an apparent 
high variability (or low reproducibility) of the test system and impact on the 
predictive capacity. It can be useful to consider such data close to the cut-off as 
“inconclusive” results which need to be further processed by expert judgement 
(i.e. ascribing one of the two categories). This judgement can be aided by addi-
tional statistical measures (e.g. Confidence Intervals) and/or other sources of 
toxicological information (read-across, QSAR, etc.).

  In this chapter we will focus on statistical measures of predictive capacity of 
categorical predictions. Statistical analyses of the results from non-categorical 
methods need to be defined on a case-by-case basis. To return to the example of 
the Fish Embryo Toxicity test: in this case the predictive relationship between 
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LC50 values of embryonic fish and LC50 values from adult and juvenile fish was 
assessed by means of orthogonal regression (Belanger et al. 2013) providing 
information on slope, intercept and range of concentrations over which the 
correlation held.

Predictive Capacity (PC)

The predictive capacity of tests that provide categorical predictions informs about 
test method performance in terms of correct and incorrect predictions in comparison 
to pre-selected reference data that are considered “true” and referred to a “actual 
positives” and “actual negatives”. These data can be derived from the species of 
interest (Goldberg et al. 1995) or from other reference methods, typically surrogate 
animal methods. The latter has been, for reasons outlined in Sect. 2.1.4, typical 
practice during validation. The predictive capacity gives quantitative information on 
test method performance in terms of translating the actual measurements obtained 
(e.g. cell viability, quantified gene expression) into predictions of a defined effect 
(e.g. a pathway or a downstream health effect). The predictive capacity therefore 
reflects the final outcomes of the test method when applied as intended.

The predictive capacity serves as a tool for policy makers and regulators to evaluate 
to which extent the test method considered is likely to accurately predict the biological 
effect(s) of interest. Based on the predictive capacity and duly considering its intended 
use scenario, regulators can decide whether or not a given method is ready to be 
implemented in regulation as a routine tool for contributing to risk assessment. Due to 
the fact that alternative methods have primarily focused so far on hazard identification 
(Sect. 2.1), the predictions often relate to categories of classification and labelling as 
defined in international classification systems such the United Nations (UN) Global 
Harmonized System for Classification and Labelling (GHS).

For calculating the predictive capacity, the final outcomes/predictions of the test 
method are compared to those from a reference method or to other reference data. 
The reference method is usually an in vivo test method (see Sect. 2.1.4), but com-
parison can also be performed against human data if available.

Sensitivity and Specificity

Typically, test methods provide binary outcomes (see Fig. 4.1). This is true for most 
diagnostic tests in medicine but also for most alternative methods. Binary (=dichot-
omous) predictions here relate to diagnostic results of yes/no (absence or presence 
of a property) or predictions on causative properties of test items in the system of 
interest, i.e. “positive” = causing a toxicity effect or negative = not causing this effect 
(or at least at a threshold below concern = “cut-off”).

To characterise the diagnostic or predictive capacity of methods with binary out-
comes, the sensitivity (Se) and specificity (Sp) of the test method is calculated. To 
this end, the binary predictions of the alternative test method are compared to binary 
predictions obtained from the reference data, typically the in vivo test method, for 
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the same set of test chemicals. Predictions from the reference method are consid-
ered as actual positive or actual negatives.

As defined by OECD Guidance Document No. 34, the sensitivity is the pro-
portion of positive chemicals for the endpoint considered that are correctly 
identified by the test method (true positive predictions) as compared to the 
actual positives of the reference method; conversely, the proportion of positive 
chemicals wrongly predicted as negative corresponds to the false negatives. The 
specificity is the proportion of negative chemicals that are correctly identified by 
the test method (or true negative predictions); conversely the proportion of neg-
ative chemicals wrongly predicted as positive is the false negative rate. 
Additionally, the accuracy of the test method is the proportion of correct predic-
tions made—in comparison to the reference data—over all predictions obtained.

Two-by-two contingency tables are useful tools for summarising the outcomes of 
test methods in relation to the actual positives and actual negatives of the reference 
data. These tables show the frequency of each type of prediction: a positive predic-
tion of the test method for a test item considered an actual positive is termed “true 
positive” (a). Accordingly the outcomes “false negative” (c), “true negative” (d) and 
“false positive” (b) are determined. Additionally the number of chemicals assessed 
is shown (see Table 4.1 and Fig. 4.5).

The fraction (P) of chemicals that produce a positive result in the reference 
method, over the total number (N) of chemicals is often named ‘prevalence’. 
Conversely the fraction of chemicals that produce a negative result in the reference 
method is (1 − P). Therefore, the number of chemicals producing a positive result in 
the reference method is P × N and the number of chemicals producing a negative 
result in the reference method is (1 − P) × N (Table 4.1). Denoting the reference 
method by R, for which the outcome can be positive or negative (respectively R+ 
and R−) and the test method by T, for which the outcome can be positive or negative 
as well (respectively T+ and T−), the prevalence P can be expressed as the probabil-
ity in the reference data set that the outcome is positive and formulated as P = P(R+) 
and 1 − P = P(R−).

The calculation of sensitivity and specificity can be formulated with the use of 
Bayes’ formulas as follows:
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Those equations show that the proportion of actual negatives and actual positives in 
the sample do not influence the calculations of Se and Sp. One can also say that both 
are independent on the prevalence (number of actual positives) in the sample. That 
means that Se and Sp are indicators directly related to the intrinsic features of the 
test method.
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Positive and Negative Predictive Values

Apart of sensitivity and specificity, two other quantitative indicators can be calcu-
lated: Positive Predictive Value (PPV) and Negative Predictive Value (NPV). They 
correspond to the probability that a chemical produces a positive result in the refer-
ence method when the outcome of the test method is positive (PPV), and the prob-
ability that a chemical produces a negative result in the reference method when the 
outcome of the test method is negative (NPV). Using Bayes’ formulas, they are 
respectively calculated as:
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Table 4.1 Two-by-two contingency table for binary outcomes, providing types of predictions and 
their respective proportions

Reference + (actual 
positive)

Reference − (actual 
negative)

Test+ (positive 
prediction)

a = P × N × Se b = (1 − P) × N × (1 − Sp) a + b

True Positive prediction False Positive prediction

Test− (negative 
prediction)

c = P × N × (1 − Se) d = (1 − P) × N × Sp c + d

False Negative 
prediction

True Negative 
prediction

a + c = P × N b + d = (1 − P) × N a + c + b + d = N

× = multiplication sign

Table 4.2 Three-by-three contingency table for three possible outcomes, providing types of 
predictions and their respective proportions

Reference Category 1 Reference Category 2 Reference Category 3

Test a b c
Category 1 Correct prediction as 

Category 1
Underprediction as 
Category 2

Underprediction as 
Category 3

Rate = (a/n1) × 100 Rate = (b/n2) × 100 Rate = (c/n3) × 100

Test d e f
Category 2 Overprediction as 

Category 1
Correct prediction as 
Category 2

Underprediction as 
Category 3

Rate = (d/n1) × 100 Rate = (e/n2) × 100 Rate = (f/n3) × 100

Test g h i
Category 3 Overprediction as 

Category 1
Overprediction as 
Category 2

Correct prediction as 
Category 3

Rate = (e/n1) × 100 Rate = (h/n2) × 100 Rate = (i/n3) × 100

a + d + g = n1 b + e + h = n2 c + f + i = n3

× = multiplication sign
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They respectively result in:
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It is obvious that both positive predictive value (Eq. (4.5)) and negative predicted 
value (Eq. (4.6)) depend on the prevalence (P), unlike sensitivity and specificity.

Therefore PPV and NPV calculations do represent the performance of the test 
method per se but for a specific set of chemicals in terms of the relative proportion 
of actual negatives and actual positives. They give only post-testing indications on 
how predictions were made for the set of chemicals that has been used; those indica-
tions would be different with another set of chemicals (e.g. where the prevalence of 
positive chemicals would be different—see Sect. 2.3.3). In contrast, the calculations 
of Sensitivity and Specificity are representative of the intrinsic test method perfor-
mance, independent of the prevalence, i.e. the fraction of chemicals producing posi-
tive results. The examination of both sensitivity and specificity allows capturing the 
test method performance. This simultaneous evaluation of sensitivity and specificity 
can also be done when performing Receiver Operating Characteristic (ROC) analy-
sis, as described below.

Considerations for More Than Binary Outcomes

When the possible outcomes of a test method are not binary and thus provide more 
than two types of prediction, sensitivity and specificity sensu stricto are not used but 
similar calculations are performed. For instance, when the prediction model yields 
three (sub-)categories, the resulting contingency table is therefore a three-by-three 
table, covering nine possible predictions. Still, predictions performed by the in vitro 
method are compared to those from the reference data (e.g. the in vivo reference 
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method or other relevant data relating to the toxicity event). Consider a situation 
with three categories, category 1 relating to the most severe effect, category 2 to 
intermediate effects and category 3 to the least severe effects. For predictions 
regarding category 1, the three possible outcomes are: correct predictions into cat-
egory 1, under-prediction into category 2, and under-prediction into category 3. For 
category 3, the three possible outcomes are: correct predictions into category 3, 
over-prediction into category 2, and over-prediction into category 1. For the middle 
category 2, the three possible outcomes are: correct predictions into category 2, 
under-predictions into category 3, and over-prediction into category 1. For each of 
these nine predictions it is possible to calculate their respective rates in percentages 
within the category predicted by the reference method.

Accuracy

Whether the outcome is binary or not, the accuracy of the test method—also 
referred to as ‘overall accuracy’—can additionally being calculated. It is defined 
by the total number of correct predictions divided by the total number of predic-
tions performed.

When examining the most common case of binary outcome (see Table 4.1), the 
overall accuracy (OA) is also related to the Prevalence (P) by the following formula:
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The same result is obtained when calculating the OA using the expressions in 
Table 4.1 cells.
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If Se > Sp, then from the above formula (Eq. 4.8) it follows necessarily that 
Se > OA > Sp

If Se < Sp, then it is derived from the same formula that necessarily that Sp > OA > Se

Additionally, when Se > Sp and if P increases, the OA increases as well; if P 
decreases, the OA decreases. When Se < Sp, if P increases, the OA decreases; if P 
decreases, the OA increases.

In other words, the OA is influenced by the prevalence P and always takes values 
that are necessarily between Se and Sp, whatever the value of P is—except for the 
particular case of Se = Sp, then OA = Sp = Se. During the validation process, the OA 
is sometimes used and reported. However using the OA does not reflect the intrinsic 
performance of the test method—in contrast to Se and Sp—as it depends on the 
prevalence P. or instance, an overall accuracy of OA = 0.78 could correspond to 
three different cases such as: {Se = 0.9; Sp = 0.7; P = 0.4} or {Se = 0.9; Sp = 0.5; 
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P = 0.7} or {Se = 0.9; Sp = 0.3; P = 0.8}. Therefore, the single use of OA is not a very 
useful tool to describe the concordance of a test method against a reference method 
(or reference data).

Likelihood Ratios

As demonstrated above, typical measures characterising test method performance 
relate to the prevalence-independent measures of sensitivity, specificity and overall 
accuracy taking into consideration the number of chemicals tested. However, likeli-
hood ratios can be useful for assessing and reporting test method performance. For 
binary tests, one distinguishes likelihood ratio positive (LR+) from likelihood ratio 
negative (LR−). Likelihood ratios are routinely used in medicine in the context of 
describing how informative diagnostic tests are. However they have not been used 
much in toxicity for describing how informative a particular test result is from a 
specific test method.

Positive and negative likelihood ratio are defined as follows:
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In the expressions of LR+ and LR− (Eqs. (4.9) and (4.10)) the prevalence P is 
absent. That means that both likelihood ratios are not influenced by the prevalence 
P. In that sense, they are not mere ratios (re-)using sensitivity and specificity val-
ues. They represent probabilistic indicators reflecting how likely it is that a type 
of prediction is true. The LR+ indicates the probability of a positive result being a 
true positive. In terms of performance, it is desirable that LR+ is as high as possi-
ble which corresponds to high rate of true positive and/or low rate of false posi-
tive. Conversely, the LR− should be as low as possible which corresponds to high 
rate of true negative and/or low rate of false negative. In medicine, likelihood 
ratios are often translated into qualitative stratified ratings (“qualitative strength”) 
using cut-offs of LR’s. These ratings aid the communication of test method 
strength. Mayer (2004) for instance lists four categories corresponding to “excel-
lent”, “very good”, “fair” and “useless”.

ROC as Means of Evaluating Optimal Cut-Off

Variations of the cut-off value are usually examined at the stage of test method 
development, but can be taken into account at any point in time. Desprez et al. 
(2015), have recently provided an example of a post hoc analysis of prediction 
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models used for skin corrosion sub-categorisation and, on the basis of the analysis, 
proposed improved prediction models. For prediction models using cut-off values 
for assigning the predictions “negative” or “positive”, any variation of the cut-off 
value will result in changes of the Se and Sp, in opposite directions. Thus, depend-
ing on the intended application it is possible to set a cut-off (i.e. within the predic-
tion model) so that it optimises either sensitivity or specificity. To systematically 
assess the impact of shifting the cut-off, a useful approach consists in obtaining a 
Receiver Operating Characteristic (ROC) curve which provides quantitative indica-
tions of the predictive capacity.

A ROC curve is a graphical representation of test method performance: the 
x-axis represents values of (1-Specificity) and the y-axis represents values of the 
Sensitivity when monotonic variation of the cut-off value is applied for binary pre-
dictions (Fig. 4.12). The best theoretical performance of the method is obtained 
when both Se and Sp are close to 1 i.e., when Se is close to 1 and 1 − Sp close to 0. 
The area under the ROC curve is necessarily between 0 and 1, and the best perfor-
mance of the method is obtained when this area is close to 1. In contrast to the 
simple use of single values of Se and Sp, the ROC curve represents all possible 
values of Se and 1-Sp for all possible cut-offs. The ROC analysis will thus consist 
of finding the cut-off that will maximize the value of Se and minimize the value of 
1 − Sp (i.e. maximize the value of Sp). Usually the diagonal line—defined by the 
points (0; 0) to (1; 1)—is also represented. The shape of the ROC curve gives also 
an indication of the test method performance; it should have a hyperbolic shape, that 
is it should be as far away as possible from the midline and follow as closely as pos-
sible a curve that would link the points (0; 0) to (0; 1) and (0;1) to (1; 1). Such a 
curve would lead to an area under ROC close to 1, i.e. the best possible result.

0.
00

0.
25

0.
50

0.
75

1.
00

S
en

si
tiv

ity

0.00 0.25 0.50 0.75 1.00
1 - Specificity

Area under ROC curve = 0.8418

Fig. 4.12 Theoretical example of receiver operating characteristic (ROC) curve
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4.7.2  Statistical Evaluation of the Within- and Between Laboratory 
Reproducibility

Within laboratory reproducibility (WLR) (or intra-laboratory reproducibility) gives 
information on the extent to which a test provides the same results over time when 
conducted in the same laboratory (OECD 2005), while the between-laboratory 
reproducibility (BLR) addresses this question for different laboratories (OECD 
2005). In a more general manner, WLR and BLR may not only focus on the obtained 
prediction but may also examine the variability (e.g. standard deviation) of the mea-
sured endpoint of the test method.

Reproducibility and Variability Within One Laboratory

Within-Laboratory Reproducibility

The OECD Guidance Document No. 34, on the validation of new test methods 
(OECD 2005), provides a definition of the “within laboratory reproducibility” 
(WLR) or “intra-laboratory reproducibility”. The WLR aims to determine the 
“extent that qualified people within the same laboratory can successfully replicate 
results using a specific protocol at different times”. Typically, the experiment is 
performed over several runs that are independent and the WLR is assessed consider-
ing the agreement between the predictive results of these runs. The WLR is part of 
the indicators that measure the test method reliability (together with the between 
laboratory reproducibility, see below).

Several ways can be used to assess the WLR. Classically, the WLR is calculated 
on the basis of the fraction of chemicals (in %) for which concordant predictions in 
all runs were made (Eq. (4.11)) either over all chemicals with valid test results in the 
laboratory (see Eq. (4.11)) or over all chemicals included in the study. Whether to 
relate the number of concordant predictions to one or the other ideally should be 
defined at the outset of the study.

 
WLR

Number of chemicals for whichconcordant predictionsaremadei
=

nnall runs

Total numberof chemicalsused for theseruns  

(4.11)

The advantage of this type of calculation is that it uses the final outcome or result of 
the method as used in practice and is easy to perform.

However, it should be kept in mind that an analysis of the reproducibility (or 
inversely variability) of the underlying measurement (e.g. normalised cell via-
bility) allows assessing reproducibility without potential misleading results of 
substances close to the cut-off of the prediction model: obviously, measures that 
are close to the cut-off value defined for deriving predictions may show low 
variability between each other and yet result in different predictions which 
would be interpreted as “non-reproducibility” (Fig. 4.13). Notably, the closer 
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measurements are to the cut- off, the greater the influence of random variations 
that tilt results in one or the other direction (i.e. positive or negative prediction). 
In these borderline cases, the assessment of WLR based on concordant predictions 
may not capture accurately the reproducibility of the test method and when 
interpreting reproducibility via concordance of predictions the vicinity of val-
ues to arbitrarily fixed cut-offs needs to be taken into account. It is therefore 
also useful to assess and quantify the variability (dispersion) of the actual mea-
surements before application of the prediction model.

Variability

In addition to assessing the agreement of predictions it is useful to study the vari-
ability of the measurements obtained, e.g. over runs. Variability can be studied by 
examining medians, means, as well as standard deviation (SD) values, and coef-
ficient of variations (CV) of the measured parameters. Observation of the SD 
value helps establishing a threshold: data points for which the SD values are 
below this threshold have a low variability and are considered concordant. 
Analysis of variance (ANOVA) can further be performed and would compare the 
variability of the parameter over the runs. However before performing an ANOVA, 
some conditions regarding the data should be verified first. These conditions are 
that (i) the groups of comparison (i.e. the runs) are independent, (ii) the distribu-
tion of the data is normal, and (iii) the equality of variance in the compared groups 
is verified. This ANOVA can be combined with pairwise comparisons that help 
determining which pairs of runs are eventually significantly different (e.g. if four 
runs were performed, six pair comparisons should be done between runs 1 and 2; 
1 and 3; 1 and 4; 2 and 3; 2 and 4; 3 and 4).

When the conditions of the ANOVA are not verified, the analysis can be per-
formed on the basis of non-parametric statistical tests, such as the Kruskal-Wallis or 
Mann–Whitney tests as those statistical tests are based on the ranks of the parameter 
(Van Hecke 2012). For instance, when three runs are performed, the Kruskal-Wallis 
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Fig. 4.13 Vicinity of 
measurements to an 
arbitrary categorisation 
cut-off may lead to 
non-concordant predictions 
that are interpreted as 
non-reproducibility 
although the dispersion 
between the individual 
runs (circles) is very 
similar in case 1 versus 
case 2
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test helps to find out whether significant differences are globally observed on more 
than two groups of data (However, in some cases the performance of non- parametric 
tests might result in a loss of statistical power compared to ANOVA (Ferreira et al. 
2012)). Although this is still a matter of debate, the data transformation—when 
applicable—may be worthwhile to obtain normally distributed data, and therefore 
allow ANOVA to be performed.

The assessments of the reproducibility of a test method based on concordant 
predictions (i.e. after application of the prediction model) and variability of the 
measured parameter (without using the prediction model) are complementary. They 
both give valuable quantitative information. The assessment of concordant predic-
tions provides information on the WLR and BLR of the test method for its intended 
use and is therefore necessary for regulatory purposes. The assessment of the mea-
sured parameter is also necessary to capture variations of this parameter over runs, 
especially to identify borderline cases (when the measured parameter approaches 
the cut-off value) and therefore helps in understanding how predictions were per-
formed and may help identifying chemicals for which predictions have been prob-
lematic. Moreover, defining variability independent of the prediction models may 
support later adaptation of the prediction model if necessary (Desprez et al. 2015).

Between Laboratory Reproducibility

The between laboratory reproducibility (BLR) is also called inter-laboratory repro-
ducibility and has been also defined in the OECD Guidance Document No. 34. The 
BLR provides information on the reproducibility of a test method in different labo-
ratories, i.e. under slightly different conditions. Together with within-laboratory 
reproducibility and the ease of transferring a method from one experienced to less 
experience laboratories (“transferability”), BLR informs on the robustness of a test 
method, i.e. its “resilience” towards minor variations in terms of equipment, opera-
tor and aspects such as shipment of cells, etc.

The way to assess BLR is similar to the one for assessing WLR and it can there-
fore be based on the fraction of chemicals that led to concordant predictions in all 
different labs (see Eq. (4.12)) either over all chemicals with valid test results in the 
laboratories (see Eq. (4.12)) or over all chemicals included in the study. Whether to 
relate the number of concordant prediction to the one or the other ideally should be 
defined at the outset of the study.

 
BLR

Number of chemicals for whichconcordant predictionsaremadei
=

nnall laboratories

Total numberof chemicalsused for theselaboratoories  (4.12)

Similarly to what has been said before, it can be useful to assess also the variability 
between laboratories using medians, means, standard deviations and coefficient of 
variations of the measured parameter.
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4.7.3  Providing Confidence Intervals Instead of a Single Point Estimates

The use of a single value (i.e. point estimate) does not entirely capture the uncer-
tainty related to the use of a test method and its predictions. The key values of 
Sensitivity, Specificity, WLR and BLR may be given within a confidence interval 
(CI), for example at 95 % (CI95). Calculating and reporting CIs takes this into 
account and communicates the uncertainty associated with a point estimate, thus 
improving the description of test method performance.

Consider the use of CI in the following example of WLR: In theory, if the whole 
population of chemicals would be tested, the obtained WLR would be the exact 
WLR (WLRex). However, for validation studies only a very limited number of 
chemicals(= a representative sample of chemicals) is used. In terms of statistics, this 
set of test chemicals is a sample of the entire population of existing chemicals. 
Therefore the WLR value (WLRest), obtained with this set of test chemicals, is an 
estimated value of the exact one (WLRex). The CI95 represents the range of WLR 
values for which the probability to find the exact one is 95 %, that also means that 
the probability of not including the exact value in this interval is 5 %. Any value 
included in the CI has the same probability than any other to occur, including also 
the mean (see Fig. 4.14). Obviously, the sample size plays a critical role. The greater 
the sample, the narrower the confidence interval.

For instance, a test that classifies 20 chemicals and for which 17 out of 20 chemi-
cals are concordantly predicted has, according to previous definition, a WLR rate of 
(17/20) × 100 = 85 %. The CI95 for this value is [62.1–96.8 %], following binomial 
distribution. If we now consider a set of 60 test chemicals, for which the WLR rate 
is also 85 % i.e., 51 out of 60 chemicals have concordant prediction, then the CI95 is 
[73.4–92.9 %]. This CI is therefore much narrower than the previous one that has 
the same mean value of WLR.

Any value of this CI has the same probability to occur and the mean value of 
85 % is included in this interval. If the whole population of chemicals was tested 

Fig. 4.14 WLR estimation with confidence intervals
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then we would get the exact value of WLR. The CI95 represents the range of value 
of WLR for which there is 95 % of chances to find the exact WLR value.

In the examples above, where WLR = 85 %, the use of the CI helps to quantify the 
uncertainty of this value with an error risk of 5 %. When comparing the CI for 20 
test chemicals, which is [62.1–96.8 %], and the one for 60 test chemicals, which is 
[73.4–92.9 %] it becomes clear that the extent of the first one is much greater than 
the second: the larger the CI, the higher the uncertainty. In other words, the central 
value of 85 % in the first CI is framed by a much more extended range of values 
compared to the second one.

4.7.4  Using All Experimental Observations for PC, WLR and BLR

Up to now we have presented analyses that are based on the assumption that, for 
BLR analysis, there is one final prediction per laboratory that can be used to deter-
mine concordance of predictions between laboratories (Eq. (4.12)) and that there is 
one final prediction per chemical so as to calculate the predictive capacity of the 
assay for the sample tested (Table 4.1, Fig. 4.5). However, this is normally not the 
case since during validation studies, experiments are typically conducted in tripli-
cate in each of the laboratories which creates nine available experimental predic-
tions for each chemical. The reason for this data-rich matrix is the need to assess 
within-laboratory reproducibility of the predictions of experiments, i.e. the final 
outcome of the test method as used in practical application. For BLR and PC how-
ever, the data matrix results in the following problems: which of the three from each 
laboratory should be used for determining BLR and PC within the laboratory, and 
which of the nine predictions available should be used to determine PC for the 
assay? To address these issues, it has been common practice in many validation 
studies to derive “final calls” (i.e. a final prediction). For BLR per one final call per 
laboratory was derived either by (a) calculating the mode of predictions of the three 
experiments (hence per laboratory normally an odd number of experiments is per-
formed, e.g. three) or (b) by calculating an average value of the final measurement 
(before application of the prediction model) of the three experiments which was 
then converted into a final prediction by applying the prediction model as usual. 
These final laboratory predictions were then analysed for their concordance, i.e. in 
exactly the same way as WLR had been established. The percentage value of con-
cordant predictions between laboratories is then communicated as the between- 
laboratory reproducibility of the assay. Similarly, final singular predictions (“final 
calls”) were produced per chemical in view of calculating the predictive capacity 
(PC), i.e. the sensitivity, specificity and accuracy of a test method. To this end, the 
mode of the final laboratory predictions (determined for BLR analysis, see above) 
was determined yielding one final call per chemical. This created the basis for cal-
culating one point estimate for each of the predictive indicators sensitivity, specific-
ity, accuracy based on exactly the number of chemicals analysed during the study. 
Although this analysis may appear a straightforward way of simplifying the artifi-
cially inflated validation data matrix, mentioned approach has a fundamental 
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disadvantage: instead of using the data from the test methods as it would be used in 
practice, results from experiments are artificially “aggregated” or “condensed” by 
means of averaging or, basically, majority voting (mode of predictions). Moreover, 
this approach leads to a loss of information on the experimental level.

This problem is of course not specific to toxicological data sets but is encoun-
tered in many disciplines including biology, medicine (e.g. evaluation of diagnostic 
test methods, clinical trials), epidemiology, etc. where large sets of (non- independent 
or not fully independent) observations are available. Standard statistical literature 
has been cautions with regard to fully using all observations (Colton 1974), mainly 
because this may be misleading with regard to the actual sample size that should be 
reflected in the analysis (Colton gives an example of 800 blood pressure measure-
ment in a drug study which were however based on 10 measurements weekly over 
an 8-week treatment course in only ten patients, which would be the actual sample). 
In our example, using all observations would mean calculating the sensitivity and 
specificity on the basis of all predications generated during the study, i.e. nine 
observations per chemical times the sample of chemicals tested. So if 100 chemicals 
have been tested, the sample would appear to consist of 900 and not the 100 that 
have been tested in reality. Thus the actual sample is overstated and it also mislead-
ingly narrows the confidence intervals. More recently more publications have 
addressed the issue of using how all observations can be used or, in particular, to 
which extent each observation contributes statistically to the overall analysis in such 
cases. The statistical technique of Generalized Estimating Equations (GEE) (Hanley 
et al. 2003) can be used in such situations and its applicability to validation data sets 
should be considered. Another way to estimate the WLR, BLR and predictive capac-
ity is the bootstrapping technique (Holzhütter et al 1996; Hoffmann and Hartung 
2006a). The data from all experiments performed during the validation study are 
resampled over a large number of times e.g., 1000 times, and on the basis of the 
resampling the studied parameter is estimated. The idea is that the entire population 
of chemicals cannot be studied and the sample size is deemed to be limited (e.g. 20 
chemicals) for the estimation of the parameter. Therefore the performance of resa-
mpling on the sample itself and repeated many of times may better capture the vari-
ability of the parameter than the approach based on a single value. For instance, for 
the WLR, the resampling can be performed at the level of the different runs of a 
given laboratory. Then WLR is calculated on the basis of concordant results obtained 
in this resampling. The resampling procedure can also be done at the level of the 
chemicals. For the BLR, the principle would be the same, e.g. resampling over the 
results obtained in all laboratories.

5  Conclusions

In this chapter we have explored the fundamental concepts underlying the valida-
tion of in vitro test methods for hazard/safety assessment of chemicals or biologi-
cals and have summarised the major challenges as well as established processes and 
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tools for validation. Validation sits between the development of novel test methods 
and their routine use for safety assessment by industry and regulators. The aim of 
validation is to provide a robust, transparent and trustworthy scientific basis regard-
ing the characterisation of a test method in view of its application for a particular 
purpose (“fitness for purpose”). From this it follows that there can never be a final 
or ultimate validation of a test method: validation is context-dependent. Validation 
studies and subsequent recommendations support regulators, policy makers and 
stakeholders when considering whether or not to formally adopt (i.e. into legisla-
tion) a given test method for a specific use in relation to legislation that aims to 
protect human health (e.g. workers, consumers) and the environment.

We stress that the term validation incorporates various meanings: it relates to 
the formal process of assessing and establishing fitness-for-purpose of a test 
method (often conducted by impartial governmental or supranational organisa-
tions), but also to the scientific study type for achieving this and, last, to the testing 
of a set of hypotheses. These are: (1) that the scientific basis of a test method is 
relevant for an adverse outcome or toxicity pathway in a target system, (2) that a 
given protocol associated with the test method allows its reproducible use and (3) 
that a given prediction model allows making sufficiently accurate predictions on 
adverse outcomes. All of these hypotheses are assessed through empirical testing 
of test chemicals (prospective studies) or the evaluation of existing information 
(retrospective studies). Consequently validation studies are scientific endeavours 
that need to be conducted in agreement with key scientific principles such as objec-
tivity and appropriateness of methodology. These relate to statistically informed 
sample size calculations, conscientious selection of test chemicals, ex ante criteria 
for test method performance and the independence and/or impartiality of some of 
the actors (at least the scientific peer review).

We have discussed some major challenges of validated alternative test methods, 
mainly relating to the fact that these are proxy systems and highly reductionist mod-
els. We have also discussed the basic design of test methods. These are based on 
specific test systems (e.g. a specific cell line or tissue), the measurement of specific 
parameters as well as a prediction model. These elements of a test method are nor-
mally described in the procedure associated with the test method. Prediction models 
are of key importance for the validation of test methods as they are used to derive a 
performance characterisation in terms of predictive capacity and applicability. 
Prediction models are functions that convert the measured parameters into categori-
cal predictions relating to any classification that is relevant of the purpose. 
Classifications can relate to chemicals being sorted according to their intrinsic 
potential to activate a toxicity pathway or to downstream (apical) health effects/
adverse outcomes. Using the terminology of adverse outcome pathways (AOP), 
classifiers of alternative test methods can relate to everything from molecular initi-
ating events to adverse effects on population level. Typically however, these relate 
to categories as defined by classification and labelling systems, for instance the 
United Nations Global Harmonized Systems for Classification and Labelling (UN 
GHS). Therefore the conversion of the measured parameter into classes/categorical 
variables, by means of the prediction model, is a simplification process that renders 
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the outcome of the test more comprehensive but loses resolution with regard to the 
reality of a continuum of toxicity effects from non-toxic to highly toxic.

The validation process also encompasses the careful examination of the regula-
tory context. Due to the reductionist nature of alternative methods (i.e. modelling 
only small aspects of a more complex system), validated methods will be increas-
ingly used in integrated testing strategies (ITS) or integrated approaches on testing 
and assessment (IATA), bringing together data from a variety of sources. The con-
cept of adverse outcome pathways (AOPs) supports consensus-building on what may 
be the most important toxicological events leading to a final adverse effect: AOPs 
provide a description of these so-called “key events” and, to the extent possible, their 
causal links. In that sense the AOP concept promises to contribute to the identification 
of knowledge gaps and is expected to expedite the development of new test methods 
that model upstream mechanisms relevant for the downstream (apical) adverse effect 
of concern. The AOP concept thus also supports the validation of alternative methods 
of greater mechanistic and biological relevance and, it is hoped, greater predictive 
power and overall relevance.

The validation workflow typically includes four steps: assessment of test methods, 
conduct of validation studies, independent scientific peer review and final conclusions 
and recommendations. Regarding the practice of validation, the so-called “modular 
approach” has proven extremely useful: the information generated during the valida-
tion studies is systematically assessed through several information modules that all 
need to be sufficiently satisfied in view of scientific peer review of the validity status of 
a test method—notably, what constitutes “sufficient” depends on the purpose. The 
modules include the test definition (i.e. a description of the scientific basis of the 
method, within- and between-laboratory reproducibility, transferability, predictive 
capacity, applicability domain and performance standards, defined upon completion of 
a validation study. All of these modules are informed by testing data on chemicals. 
Thus, the number of chemicals tested influences the certainty of the data obtained. 
Therefore calculation of sample size, prior to the conduct of the study, is a prerequisite 
for enabling the generation of a sufficient amount of data. This relates to the statistical 
power and the target values defined for the study (e.g. target values of within-laboratory 
reproducibility or sensitivity). The reliability relies to the reproducibility of the method 
within a given laboratory, so called within laboratory reproducibility (WLR), the repro-
ducibility over several laboratories, or between laboratory reproducibility (BLR) as 
well as the ease with which methods are amenable to transfer from one to another labo-
ratory (“transferability”). WLR and BLR are assessed by the proportion of concordant 
predictions obtained. However this may not capture all the variability observed when 
using the method and other quantitative tools for assessing data variability before appli-
cation of the prediction model are useful. The predictive relevance relies to how useful 
the obtained predictions are for the intended regulatory use. This is quantitatively 
assessed by the predictive capacity of the method. The predictive capacity uses accu-
racy values, such as sensitivity and specificity. Reporting confidence intervals helps 
capturing the uncertainty on the values obtained. ROC curves are another useful tool 
for assessing in a systematic manner the performance of the test method as a function 
of variations of the cut-off value of the prediction model.
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In summary, validation is a multidisciplinary scientific exercise requiring expertise 
in a wide range of disciplines and areas, including biology, physiology, chemistry, 
statistics and regulatory frameworks. All these aspects are necessary for as complete 
a characterisation of a test method as possible through validation: This will help to 
understand and describe the extent of certainty and confidence in a test method and 
the remaining level of uncertainty. Validation will therefore play an ever greater role 
as new tools and more probabilistic approaches emerge in risk assessment wherein 
alternative methods are likely to play a central role.
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